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Feasibility study of a new
thermoelectric conversion device

utilizing the temperature differences in
forest soil1

Ning Wang2, Daochun Xu2, 3, Wenbin Li2, 3,
Chen Chen2, Yongsheng Huang2

Abstract. The new thermoelectric device can be powered for forest wireless sensors stably.
There is a temperature difference between the forest’s various soil layers—it is be possible to make
use of this temperature difference to generate electricity. This device is mainly composed of heat
pipes and thermoelectric power generators (TEGs), which can transfer soil heat to electricity.
By simulating the forest soil environment, the experimental results show that for a stable soil
temperature, the device can generate approximately 298.5mV, which is superior to other existing
device. The device provided a new type of power supply for wireless sensors. The results provide the
theoretical and technical basis for a form of power generation that utilizes a forest’s soil temperature.

Key words. Wireless sensor, soil heat resource, thermoelectric power generation.

1. Introduction

Because of geological movement, climate drought, man-made reasons, forest fires
and mudflows occur frequently. Early and timely prevention and monitoring of forest
fires [1] is essential for reducing the loss of natural resources and mitigating economic
losses [2, 3]. It is also important to monitor the forest structure and the mortality of
tree populations [4]. Forest wireless sensors utilize meteorological and remote sensing
methods (integrated with data mining methods) to monitor the impact of drought on
forests [5]. Wireless sensors can be used to uncover a forest’s structure and explore
the risk of the forest changing and evolving ecologically, monitoring wildlife in its
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forest habitat [6], forest residue burning [3], vegetation changes, and precipitation
of forest biota [7]. This requires the support of real-time systems related to forest
monitoring. Having forest fire detection systems with real-time processing can lead
to excessive energy consumption though. The application of wireless sensor network
monitoring technology is an aspect of precision monitoring technology [8]. It is
integral to the entire forest monitoring system, which has become a key concern in
many countries in recent years [9, 10]. Nowadays sustainable natural energy can
take the form of solar energy, wind energy, hydro energy, vibrational energy, and
geothermal energy; these are examples of sustainable acquisition and conversion of
natural pollution-free energy. In forest environment there is little advantage to using
solar energy because electricity cannot be generated at night. When it is rainy, while
the wind in the forest is unreliable, too. Therefore, relying on solar or wind energy
in forest is not feasible. To understand how we might be able to generate power in
forests, it should be noted that in general many countries have decided to utilize
generators that generate electric power from waste heat via industrial waste heat,
garbage incinerators, or waste heat from automobiles.

In recent years, a variety of devices have been developed to recover waste heat:
for example, an apparatus was developed to recover thermal waste [11]. Vehicle
exhaust can be recovered by heat pipes and thermal batteries [12]. Meanwhile,
Andre Moser developed a thermoelectric collector to utilize the natural temperature
difference between a building’s walls and the surrounding air to essentially turn
this energy into electrical energy that is stored in a capacitor. However, no device
has been developed to collect energy from the temperature differences in the soil
[13]. Additionally, Meydbray built a harvester that could utilize the temperature
differences through different degrees of sun irradiation in forests; however, the system
did not function very efficiently. In China, most research into thermoelectric power
generation aims to produce either power generators or materials that can be used
for thermoelectric power generation. Additionally, a thermoelectric generator device
has been proposed for automotive exhaust gas conversion [14] and industrial waste
heat conversion [15]. At present, solar energy and waste heat generators are used to
study the heat transfer efficiency of such system [16]. Deng built a thermoelectric
conversion system model and applied it to cars, which verified the energy-saving
effects of using thermoelectric collectors in cars [17]. Meanwhile, Zhe invented a
thermoelectric conversion device that utilizes solar energy as the main energy source;
however, those devices cannot be applied in forest environments [18]. The leaves of
trees in the forest are thick so that it is difficult to utilize the solar energy.

Because of the low thermal conductivity of soil and atmospheric effects, there
is a temperature difference among forest’s soil depth, i.e., there is a temperature
difference between the upper and lower layers of soil. Based on the Seebeck effect, any
temperature difference can be used to generate electricity [15, 19]. If the temperature
difference between the forest and the soil surface were utilized for power generation,
it could provide a stable and reliable micro power source for wireless sensors in a
forest. The key technical issue is how to transmit the energy generated from the
soil’s heat to the TEG. Having been invented only in recent years, heat pipes are
a new technology that has a superior metallic heat transfer performance compared
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with traditional systems; it also provides a way to efficiently transfer heat energy.
One successful study has demonstrated the transfer of heat from lower layer of soil
to upper layer of soil through heat pipe. The main feature of heat pipe is its small
thermal resistance, fast heat transfer characteristics, high efficiency, lightweight,
small in size, and reliable. For general applications of heat pipe technology, however,
its thermoelectric conversion efficiency needs to be improved.

Studies have shown that heat pipes can be buried in the ground to facilitate
heat exchange with the ground. A large number of studies have focused on the
use of heat pipes that transfer heat from underground to the surface. A snowmelt
system for roads was designed to melt snow and ice using geothermal energy. Thus,
previous research can lay the theoretical and technical foundation for a forest soil
thermoelectric power generation system as well as laying the foundation for exploring
a heat transfer mechanism from the ground to a thermoelectric generator through
the heat pipe. Thermoelectric generator connected to a heat pipe can be applied in
the forest environment to solve the issue of power supply problem for forest wireless
sensor network.

Thermoelectric conversion technology is applied in many areas; however, ther-
moelectric power supplies for forest wireless sensor applications are still lacking.
The thermoelectric conversion device presented here has an increased heat transfer
efficiency compared with that demonstrated in the original study. The design of
our thermoelectric conversion device depends entirely on heat at the soil’s surface,
which is more suitable for a forest environment. The particular structure of the
device is superior to that of others, which were not specifically designed for forestry
applications. The main purpose of our study was: a) the design and fabrication of a
thermoelectric conversion system and the improvement of the model for simulating
the soil environment and b) to test the performance of the thermoelectric conversion
system. We aimed to verifying the feasibility of thermoelectric power generation
from soil, to improve the thermoelectric conversion efficiency, and to conduct the
research in forest-like conditions.

2. Materials and methods

Thermoelectric generators are able to directly convert thermal heat differences
into electricity when there is a temperature difference between the two ends of a
thermoelectric material. The thermoelectric effect is actually based on either the
Seebeck effect, the Peltier effect, the Thomson effect, the Joule effect, or the Fourier
effect. Modern thermoelectric power generation devices are based on both the See-
beck effect and the Peltier effect. Thermoelectric power generation has the advantage
of being environmentally safe, with neither noise nor pollution generated. To gener-
ate electricity, many p-type and p-type semiconductor legs are sandwiched between
two electrically insulating materials that have thermoelectric properties. There is
a linear relationship between the thermal electromotive force and the temperature
difference between the hot and cold faces. The thermoelectric conversion figure of
merit Z is related to the properties of the semiconductor material. The figure of
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merit is based on the material’s thermoelectric transfer properties:

Z =
(Nα)2

KR
, (1)

where R is the internal electric resistance, K is thermal conductivity and N is the
number of thermoelectric couples incorporating p-type and n-type semiconductor
elements. According to the above definition, the figure of merit Z is related to the
Seebeck coefficient α, the geometric dimension of the semiconductor galvanic couple,
the total resistance of the thermocouple arm, and the thermal conductivity.

The proposed thermoelectric conversion device includes a heat pipe, eight TEGs,
two copper sleeves, and copper fins; its structure is depicted in detail in Fig. 1.

Fig. 1. Thermoelectric conversion device

Three types of heat are relevant to thermoelectric conversion devices: the heat
generated by the heat conduction between the soil and the heat pipe, Wsh; the heat
generated by the heat conduction between the soil and the copper sleeves, Whc; and
the heat generated by the heat conduction between the thermoelectric generator and
the copper sleeves, Wct. The expression for Wsh is as follows:

Wsh = −hA∂T
∂n

, (2)

where h, n are the thermal conductivity coefficient and the unit outward normal,
respectively. Symbol A is the contact area between the heat pipe and soil and T is
the temperature of heat pipe in the soil.

Thermal energy absorbed by the heat pipe through the soil is transported from
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an evaporator to a condensation section. Then, the heat energy is transmitted to
the copper sleeves by heat conduction:

Whc = Wsh − Φb − qC − ql . (3)

Here, Φb is the loss heat of the heat pipe, qC is the loss heat of the copper bush
and ql is the loss heat of other parts.

Soil thermal energy absorbed by the heat pipe is scattered in five directions.
Eventually, the energy absorbed by the thermoelectric energy collection module is
calculated according to formulae

Wct = Whc − ΦCu − qCua − ql , (4)

where
ΦCu = εcAeσb

(
T 4
c − T 4

c

)
, qCua = λcAc∆T2 , (5)

where εc, σb, Ae, Ac, Tc, Ta are the emissivity of thermoelectric energy collection
module average surface of energy conversion system, Stefan Boltzmann constant,
thermoelectric energy conversion coefficient of the surface area of radiation, convec-
tion area between the system surface layer and air in the process of energy collection,
the copper bush average surface temperature and average temperature of the envi-
ronment of thermoelectric energy conversion system, respectively.

The power obtained from the thermoelectric electric generator is given by:

qTEG = Qh −Ql , (6)

where qTEG, Qh, Ql are power emitted from thermoelectric power generation cell
current, heat flows of the hot side, the heat flows of the cold side, the heat gener-
ated by the Peltier effect, the heat passing through the semiconductor compose Qh

and Ql together. The heat generated by the Peltier effect, the Joule heat in the
semiconductor, and the temperature difference based on the above analysis may be
given as

Qh = αabITh + λ(Th + Tl) −
1

2
RI2 ,

Ql = αabITl + λ(Th − Tl) +
1

2
RI2 , (7)

where αab, Th, Tl, λ, I, R are the total Seebeck coefficient of thermoelectric power
generation sheet, temperature of the cold side of the thermoelectric generator, tem-
perature of the hot side of the thermoelectric generator, total semiconductor chip
thermal conductivity of the thermoelectric power generation, current in the closed
circuit and sheet resistance of the thermoelectric power generation, respectively.

The heat flow through the TEG is a function of the performance of the thermo-
electric materials and thermoelectric component geometries. It can also be described
as follows:

qTEG = N(αp − αn)ITu +K(Tu − Td) − 1

2
RI2 . (8)
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In (8), αp is the P-thermoelectric power generation of TEG, αn is the N-thermoelectric
power generation of TEG, Tu is the high temperature of TEG, Td is the low temper-
ature of TEG, and K is the total thermal conductivity of TEG. Finally, N denotes
the number of P-N pairs in TEG.

From the above relationship, we can find that

Wct = qTEG . (9)

Therefore, the proposed thermoelectric conversion device is theoretically feasible.
The proposed thermoelectric conversion device includes a heat pipe, eight TEGs, two
copper sleeves, and copper fins. As shown in Fig. 1, the heat pipe’s evaporator is
located in a steady external soil heat source (simulating a forest’s soil environment)
in which the temperature is higher than the air temperature, which was controlled
by air conditioning. The principle of how a heat pipe works is also shown; the
heat pipe’s working fluid evaporates and becomes a gas as the soil heat is absorbed
at the evaporator side. Under atmospheric pressure the working gas condenses into
droplets when it arrives at the condenser and transfers the heat to the copper sleeves.
Then, the working liquid travels back to the evaporator end, achieving an energy
self-transfer after repeated cycles. A heat pipe’s internal processes include two-phase
flow and phase change heat, and so the inner heat transfer principle is very complex.
The simplified model of heat pipes divides the heat transfer process into three parts:
the heat exchange in the condensation section, the heat exchange at the evaporator,
and the heat exchange with the insulation of the heat pipe. The adiabatic section of
the heat pipe was covered with asbestos to reduce the loss of heat. There were also
two copper sleeves set into the condensation section of the heat pipe. On each surface
of the copper sleeves four TEGs were inlaid. These kind of heat pipes do not have
wicks and they depend on the gravity principle. Therefore, the inner pressure of the
heat pipes is determined by the vapor pressure of the evaporating working liquid.
The working liquid will evaporate when the surface of the heat pipe is warm. The
heat pipe produces a pressure difference because the vapor temperature and pressure
of the heat pipe’s evaporator is slightly higher than its other parts, which promotes
steam flow to the condensation section of the heat pipe. When the steam condenses
on the heat pipe’s wall, it releases heat, which is transferred to the condensation
section. Then, the condensed liquid returns to the evaporator under gravity. This
process will loop as long as the heat source continues to exist.

To build an experimental power system platform with a steady external heat
source (simulation of the soil environment) we used a heat pipe, eight TEGs, two
copper sleeves, and copper fins. There were four temperature sensors on the heat
pipe. The first temperature sensor was placed on the evaporation section. The
second was placed on the adiabatic section, while the third was placed on the evap-
oration section. The last one was used to record the surrounding air temperature.
The temperature sensors were used to monitor and record the temperature of the
various parts of the heat pipe. There were two parallel copper sleeves mounted on
the evaporator section of the heat pipe; one TEG was placed on each side of it.
Therefore, there were eight TEGs on the copper sleeves in total, which were used to
connect the TEGs and the heat pipe. The soil’s heat can be transferred through the
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heat pipe and the copper sleeves to the TEGs. Then, the heat can be converted to
electricity through the TEGs based on the Seebeck effect. Our measurement results
verify the mathematical model. We proposed an optimum design for the thermo-
electric conversion device, which provides the technical basis for improvements to
electricity generation systems.

3. Results

As shown in Fig. 1, there are three temperature measurement points distributed
on the heat pipe that gauge the evaporator temperature B, the section temperature
C, and the adiabatic section temperature D. The air temperature has the label A.
The length of the heat pipe is 2m, its diameter is 38mm, and its wall thickness
is 3mm. The working liquid volume takes up 1/40th of its entire volume. The
condensation section of the heat pipe in this experiment was covered with asbestos.
There were two sets of control experiments. The thermoelectric conversion device
was placed in both soil and water. The air temperature was 14 ◦C, which was
controlled by air conditioning. The temperature of the soil was changed by heating
cables buried in the soil. The temperature difference between the soil and the air
ranged from 5 to 20 ◦C. The temperature change of each of the three parts of the heat
pipe was recorded for every 1 ◦C of change. Although the heat transfer coefficient of
the heat pipe is high, the customized heat pipe in this device is larger in diameter
than that of a conventional heat pipe and is also longer. In addition, the heat transfer
coefficient of water is much higher than that of soil. The results of the measurement
are illustrated in Fig. 2. First, the heat transfer occurs much faster for a heat pipe
with asbestos than for one without it. The maximum temperature of the evaporation
section of the heat pipe without asbestos remains constant, which takes almost
30min. According to Fig. 2, it takes only 15min for the pipe to reach its maximum
temperature after which its temperature remains constant. Simultaneously, using
asbestos significantly reduces heat loss to the surroundings; the temperature of the
evaporator is also higher than before. The temperature of the evaporation section of
the heat pipe with asbestos was by 2 ◦C higher than that without asbestos. Second,
compared with water, the heat transfer coefficient of soil is much lower. In Fig. 2,
it can be seen that it took nearly 70min for the heat pipe to reach a constant
temperature. Based on the data in Fig. 2, we exploited the temperature difference,
which was less than 2 ◦C, between the three parts of the pipe. In particular, the
temperature difference between the evaporator and the adiabatic section was only
1 ◦C. The temperature of the heat pipe was constant after being in the soil for about
70min. This shows that the heat pipe has good isothermal properties and a low
thermal resistance. Nevertheless, the temperature of the top of the heat pipe was a
bit lower, because there is a cap on the inner heat pipe to seal the working liquid.
Hence, there is only a 1 ◦C difference between the end of the heat pipe and 1.5m
up the heat pipe. When the heat pipe works stably, the temperature difference
between the heat pipe and the heat resource is 6 ◦C. According to the definition
of the Carnot efficiency, the heat transfer efficiency cannot be one hundred percent.
Therefore, there is a heat loss of 6 ◦. After a series of experiments this value remained
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constant. The physical parameters of TEGs are given in Table 1.
As can be seen in Figs. 3 and 4, there were some irregular data. First, for a low

temperature difference of 5—9 ◦C, the amount of electricity generated by the device
was very small. As the temperature difference increased, the voltage and current
noticeably increased. When the resistance in the parallel circuit was as large as the
TEG’s inner resistance, the voltage was larger than for other resistance values for
the same temperature difference.

Table 1. Physical characteristics of TEG

MPN Couple VDC (V) RTE (Ω) IMAX (A) PMAX (W) TMAX (◦C)

TEG-12708T237 127 3.4 5 1.81 6.2 250

Second, there are further abnormal data in the chart for temperature differences
between 18 and 20 ◦C. Through repeated measurements and analyses the reason
behind the abnormal data was found. One side of the TEG was adhered to the
hot section, while the other part was exposed to the relatively cold air. According
to the first law of thermodynamics, heat always spontaneous transfers from high
to low temperature objects without external force being necessary. Hence, both
sides of the TEG are dynamically consistent. We conducted another experiment to
compare the difference in electricity that is generated when the temperature rises
and falls by 1 ◦C for each temperature up to 20 ◦C (with 1 ◦C intervals). When the
air temperature was 14 ◦C, the temperature difference between the air and the soil
was adjusted from 5 ◦C all the way to 20 ◦C; the recorded data is presented in Fig. 3.
This verifies that no matter what the temperature of the cold side of the TEG is to
begin with, once the temperature difference between the cold side and hot side (air
and soil temperature difference) reaches a constant value, the value of the generated
electricity will also be stable.

As shown in Fig. 5, we varied the number of thermoelectric generators in the
device while keeping the other conditions constant. As the temperature difference
increased, the voltage in the three different circuits increased correspondingly. There
was an approximately linear relationship between the behaviors of the three circuits.
The voltage in the circuit with eight TEGs was nearly four times that of the voltage in
the circuit with four TEGs and eight times that of the voltage in the circuit with one
TEG. The voltage initially increased very slowly for low temperature differences. As
the temperature difference increased, the voltage increased more. The tests showed
that the more TEGs there are, the greater the voltage is that is generated for the
same temperature difference. The voltage was largest for the largest temperature
difference.

4. Conclusion

This paper investigated a thermoelectric conversion device that can be used as
a power supply for forest wireless sensors. The thermoelectric conversion device is
based on the Seebeck effect and heat pipe working principle. The main conclusions
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Fig. 2. Startup characteristics of the heat pipe after 110 h and 120min

of the study are as follows:
The paper theoretically verified the feasibility of the thermoelectric conversion

device to power low power wireless sensors.
A thermoelectric conversion device was designed that could be applied in a forest

in future.
The thermoelectric conversion device was then manufactured. The device consists

of a heat pipe, thermoelectric electronic generator, copper sleeves, and endothermic
fins. The components of the device were designed to take on special shape to optimize
the functioning of the device.

The thermoelectric conversion device produces 298.5mV for the temperature dif-
ference of 20 ◦C. This is sufficient meet the demands of a forest wireless sensor. The
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Fig. 3. Voltage as a function of the temperature difference (∆T ↑)

Fig. 4. Current as a function of the temperature difference (∆T ↑

results of this study will thus contribute towards future application of thermoelectric
generators in forests.
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Competitive evaluation based on
integer-valued DEA model with

different constraint sets1

Qingyou Yan2, Youwei Wan2, 3, Xu Wang2

Abstract. To discuss the integer-valued DEA (data envelopment analysis) model, different
nations’ values different medals in different ways and the targets for the inefficient nations should be
integer-valued in evaluating the performance of participating nations in the competition. It makes
some adjustment to the model which considers different constraint sets to make the efficiency score
of each nation lie between zero and unity. And it proposes the radial-based integer-valued DEA
model (the RDI model) to obtain the integer-valued targets for the inefficient nations. Based on
these, it presents an integer-valued DEA model with different constraint sets (the RDID model) to
evaluate the participating nations at the competition. In addition, comparisons are made among
the RDID model, the integer-valued DEA model with the same constraint set (the RDIS model)
and the BCC model. The results demonstrated the feasibility and justice of the RDID model.
Based on the above findings, it is concluded that the model can also be used to evaluate some
similar problems in an instructive way.

Key words. Data envelopment analysis (DEA), different constraint sets, integer values,
performance evaluating.

1. Introduction

Data envelopment analysis (DEA) has been widely used to evaluate the perfor-
mance of the participating nations. DEA measures the relative efficiency of a set of
decision making units (DMUs) through the programs, which started with the work
of Charnes and Cooper. Later, more and more different cases led to the proposition
of other models, such as the BCC, additive, hybrid, cross efficiency models, which
broadened the application area of DEA. DEA possesses two notable advantages.
One is that it does not have any assumptions on the production function, and the
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other is that it does not impose any subjective weights on the multiple inputs and
outputs. Therefore, it can be widely used in evaluating the participating nations at
the competition.

In some papers, two inputs (i.e., GNP and population) and three outputs (i.e., to-
tal numbers of golden, silver, bronze medals each participating nation got) are taken
into consideration to appraise the performance of each nation based on a classical
DEA model with restricted weights [1]. They found out that all the participating na-
tions showed the positive or negative trends in the five consecutive Olympics Games.
They ranked the efficient nations by just counting the times that the efficient na-
tions appeared in the reference sets of the inefficient nations. However, the case
that the two efficient nations appeared in the reference sets the same times might
occur. A zero-sum game DEA model was proposed and used to evaluate the per-
formance of participating countries, in which the two inputs (GDP and population)
were considered and weights were also restricted. But they ignored the improvement
of the inefficient nations. Although it was considered it, the linear combination of
efficient nations in the referee sets may be the unattainable goals for the inefficient
nations [2]. Some scholars used a two-stage method to analyze the achievements of
participating nations by linking the self-organizing mappings to DEA model. Here
the input indicators were GDP per capita, population, disability adjusted life ex-
pectancy and index of equality of child survival. They categorized the participating
nations into several groups. But the combination of data mining and ranking based
on DEA may not be perfect.

The technique of vote-ranking was combined with the cross-evaluation methods
to assess the performance of the participating nations at the competition. It could
rank the participating nations effectively, but it could not provide an efficient target
for the inefficient nations owing to the ignorance of the difference between the in-
efficient nation and its frontier target. As a result, the targets provided the proper
benchmarks for the inefficient ones. As for the problem, the Context-dependent DEA
(CRA-DEA) model which allows multiple constraint sets have to be considered to
be employed. But the efficiency scores may not always lie between zero and unity
[3]. Also there does not exist a model which considers both the integer problem and
different constraint sets for different DMUs.

This paper mainly tackles the above problems. In section 2, an integer-valued
DEA model was proposed to evaluate the performance of participating nations while
taking into consideration different constraint sets for different DMUs. In section 3,
the model was used to evaluate the participating nations of the 2012 Olympics, the
integer-valued targets were given for inefficient participating nations and they were
ranked. In addition, some comparisons were made to show the justice and feasibility
of the model.

2. Materials and methods

In this section, we introduce an integer-valued DEA model with different con-
straint sets under variable returns-to-scale. Supposing there are no decision making
units (DMUs), each representing a participating nation.
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GDP per capita is a measure for attainable resource to train athletes, build and
maintain training facilities, develop better training methods and so on. Compared
with GDP, GDP per capita is a better indicator to show the economic power of
the nation [4]. So we use GDP per capita as one of the inputs instead of GDP.
Population size determines the pool from which potential athletes can be drawn,
so it is another significant indicator explaining Olympic achievement. GDP per
capita and population are the most important indicators expressing the economic
and demographic power of nations. Therefore, we use population and GDP per
capita as the two inputs, and the number of golden, silver and bronzes medals as
the three outputs.

2.1. DEA model with different constraint sets

Here we firstly introduce the output-oriented DEA model under variant returns-
to-scale with the same constraint set. The model makes no exception to all the
countries. If we use this model to evaluate the efficiency of the participating country,
it seems somewhat improper. We need to refer to Cook and Zhu’s CAR-DEA model
to make Model 1 more suitable for the evaluation of all the participating nations at
the competition.

Before introducing the DEA model with different constraint sets, we divide the
participating nations of the competition into 4 groups according to the criteria from
the World Bank. The first group includes the nations with the GDP below $825 per
capita. Under-developing countries from Africa and Middle-Asia belong to the group
[5]. The second group contains the nations with GDP ranging from $826 to $3357 per
capita. Some developing nations from Eastern Africa, Southern Africa and Eastern
Europe are included in the group. The third group includes some developing and low
developed countries from Middle-Europe, America and southern Africa with GDP
ranging from $3358 to $10461 per capita [6]. The nations in the fourth group are
well-developed, and most of them are from Western Europe and northern America
with GDP above $10462 per capita. Each group has its own constraint set in the
form

ckrLµr ≤ µl ≤ ckrUµr, k = 1, 2, 3, 4, r = 2, 3 . (1)

Here ck2L means that in the kth group, at least ck2L silver medals and not more
than ck2U silver medals are equivalent to one golden medal. Symbols ck3L and ck3U can
be interpreted in the same way. However, when we put all these different constraint
sets for DMUs from different groups together, it may lead to unfeasible solution. As
a result, some adjustments are made to tackle the problem. When µ

′

r = ckrL/c
l
rLµr,

the restrictions can be replaced by clrLµ
′

r ≤ µl ≤ (clrL/c
k
rL)ckrUµ

′

r [7].
The restrictions for different nations have the same lower bound in this way. As

for the common upper bound, it can be determined by c̄rU = min
{
c̄1rU, c̄

2
rU, c̄

3
rU, c̄

4
rU

}
where c̄krU =

(
c1rL/c

k
rL

)
ckrU, k = 1, 2, 3, 4.

According to the above adjustment, the output-oriented CAR-DEA model was
obtained [8].
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Min
∑2

i=1 vixij + µ0,

s.t.
∑2

i=1 vixijk + µ0 −
∑3

r=1 µr
clrL
ck
rL

yrjk ≥ 0, , k = 1, 2, 3, 4, jk ∈ Jk,

∑3
r=1 µryrj = 1,

crLµr ≤ µl ≤ crUµr, r = 2, 3,

µr, vi ≥ 0 ∀r, i, µ0free.

(2)

Here xijk denotes the ith input of DMUjj from the kth group and yijk denotes
the th output of the DMU. But the optimal values of Model 2 do not always exceed
unity. Sometimes its optimal value is bigger than unity and sometimes it is smaller
than unity. As a result, the efficiency scores which are the inverse of the optimal
values do not always lie between zero and unity [9]. The reason for it is that we
constrain

∑s
r=1 µryr0 = 1. As a matter of fact, the production frontier varies for

DMUs from different group. In order to make the optimal value of the corresponding
model bigger than unity, we have to make the weights of outputs consistent. As a
result, we substitute

∑s
r=1 µryr0 = 1 with

∑3
r=1 µr

clrL
ck
rL

yrj(k0) to tackle the problem.
Here comes our revised model.

Min
∑2

i=1 vixij + µ0,

s.t.
∑2

i=1 vixijk + µ0 −
∑3

r=1 µr
clrL
ck
rL

yrjk ≥ 0, , k = 1, 2, 3, 4, jk ∈ Jk,

∑3
r=1 µr

clrL
ck0
rL

yrjk0
= 1,

c̄rLµr ≤ µl ≤ c̄rUµr, r = 2, 3,

µr, vi ≥ 0 ∀r, i, µ0free.

(3)

As for the determination of weights, such as, and so on, we have to conform to
the classification of the nations. Then we can get Table 1 to show the range of each
weight.

According to Table 1, we find out that countries in the fourth group value the
golden medals most. In their eyes, at least 3 silver medals or at least 4 bronzes medals
are equivalent to one golden medal. No more than 5 silver medals or 8 bronze medals
are equivalent to one golden medal [10]. But nations in the first group even regard
one silver medal or one bronze medal equivalent to one golden medal, which shows
these nations do not care about whether the medals they obtain are golden or not.
In their mind, any achievements at the competition are their pride. All these can
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clearly demonstrate the different attitudes of different nations to the medals, which
match the development situation of each nation well. As for the common ratio, we
can obtain them based on the above adjustment scheme. Therefore, we can insert
the ratio into Model 3. In order to elaborate the model, we can get its dual form.

Table 2. Inputs and outputs of participating nations of 2012 Olympics

Ratio Bound Group 1:
k = 1

Group 2:
k = 2

Group 3:
k = 3

Group 4:
k = 4

Common
ratio

Lower 1 1 2 3 1

Upper 2 2 4 5 1.6667

Lower 1 1 3 4 1

Upper 2 2 6 8 2

2.2. Integer-valued DEA model

In the above models, the targets are not necessarily the whole numbers. There-
fore, when the targets are not the whole numbers, they cannot work as the bench-
marks for the inefficient DMU to improve its performance. Just rounding the number
to the nearest whole number may lead to the overestimation or underestimation [11].
It does not make any difference to large nations, while it makes much difference to
small nations. In order to tackle the problem, we propose an integer-valued DEA
model: radial distance-based integer-valued DEA model (hereafter referred to as
RDI model). Firstly, we introduce it in its input-oriented form.

We can elaborate it through Fig. 1.

Fig. 1. Ways to find the optimal value based on the RDI model
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It is noted that in the objective function of the RDI model, the objective of the
slacks is searching for its minimal norm. The reason for it is that the smaller is, the
closer to the production frontier the targets are. In the RDI model, the optimal is in
the R+ direction of. In other words, in the RDI model, we first determine the point,
and then search for based on (the green path in Fig. 1) [12]. Obviously, the optimal
solution of is always obtained in the intersection of PPS and the radial direction
line, which means the optimal obtained in the RDI model is the same as the one got
in the CCR model.

In Fig. 1, C is the DMU under estimation. We can also describe the process of
searching for the optimal point of the RDI model in two steps. First, we search
for the intersection of PPS and the radial direction line (i.e., point C’ in Fig. 1).
Second, we start from the intersection point, search along the R+ direction for
a certain integer-valued point with the minimal norm (i.e., point E in Figure 1),
because any point in the R+ direction of the intersection point with a larger norm
is much worse.

3. Results

We categorize all the participating nations of the 2012 London Olympics into
four groups based on the criteria from the World Bank mentioned above. We use
population and GDP per capita as the two inputs, and the number of golden, silver
and bronzes medals as the three outputs.

Table 2. Inputs and outputs of participating nations of 2012 Olympics

Nation GDP per
capita
(dollar)

Population Golden
medals

Silver
medals

Bronze
medals

Group

America 51601.37 313232000 46 29 29 4

Britain 41706.77 62698360 29 17 19 4

Russia 14541.39 138739900 24 25 33 4

South Korea 25080.82 48754660 13 8 7 4

Germany 43367.65 61471830 11 19 14 4

France 41136.59 65312250 11 11 12 4

Italy 34281.72 61016800 8 9 11 4

Hungary 12712.91 9976062 8 4 5 4

Australia 70494.16 21766710 7 16 12 4

Japan 47080.01 126475700 7 14 17 4

Republic of Kazakhstan 13111.22 15522370 7 1 5 4

Netherlands 48859.66 16847010 6 6 8 4

New Zealand 39964.46 4290347 5 3 5 4
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We collect GDP per capita and population of each participating nation at the
2012 Olympics from the official website of the World Bank. The medals each partic-
ipating nation obtained are gathered from the official website of the Olympics [13].
We can obtain Table 2.

There are six nations in the first group, seven nations in the second group, twenty-
four nations in the third group and forty-eight nations in the fourth group. Therefore,
J1, J2, J3 and J4 represent 6, 7, 24 and 48, respectively [14]. Then we can evaluate
the participating nations at the 2012 Olympics based on the RDID model.

Table 3. Efficiency score and targets of each participating nation based on RDID model

Nation η Efficiency
score

Target
for
golden
medals

Target
for silver
medals

Target
for
bronze
medals

Group

America 1 1 46 29 29 4

Britain 1 1 29 17 19 4

Russia 1 1 24 25 33 4

South Korea 1.47 0.69799 17 11 14 4

Germany 1.57 0.638127 28 18 22 4

France 1.92 0.519108 29 17 19 4

Italy 2.06 0.484438 24 15 18 4

Hungary 1 1 8 4 5 4

Australia 1 1 7 16 12 4

Japan 2.08 0.480042 25 23 30 4

Republic of Kazakhstan 1.39 0.719425 8 5 6 4

Netherlands 1.28 0.780009 8 9 8 4

New Zealand 1 1 5 3 5 4

The optimal values of all participating nations lie above unity. The efficiency
scores are the inverse of the optimal scores and they all lie between zero and unity.
The participating nations with the high efficiency score behave well at the 2012
Olympics. The targets of participating nations are all the whole numbers, which
can be exactly used as the improvement benchmarks for the inefficient participating
nations. The efficiency scores of the RDID model and targets of each nation are
listed in the Table 4.

In the first group, the nations are under-developed. The GDP per capita of each
nation in the group is the lowest in the four groups. They do not value the golden
medals too much. There is only one nation whose efficiency score is unity, which
denotes that there is no improvement for the nation. So its targets are the same as
the medals it got. The efficiency score of Afghanistan is the lowest, which means
there is much improvement for Afghanistan. Its targets are 4, 4 and 4, so it needs to
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get four more golden medals, four more silver medals and three more silver medals
to be efficient.

In the second group, there are no efficient participating nations. The efficiency
score of Kenya is the highest and it only needs to get another two golden medals to
be efficient based on the medals it obtained. Among the participating nations in the
second group, the targets of Morocco are the highest and its medals is the lowest.
Therefore, its efficiency score is the lowest.

In the third group, there are four efficient nations, namely China, Jamaica,
Ukraine and Grenada. The efficiency score of Turkey is the lowest in the group
and it needs to acquire eleven more golden medals to become efficient.

In the fourth group, there are seven efficient nations in the group, namely Amer-
ica, Britain, Russia, Hungary, Australia, New Zealand and Panama. The efficiency
score of Argentina is the lowest, and it need to get another eleven golden medals,
eight silver medals and nine bronze medals to become efficient. The nations in the
group value the golden medals more than three other groups, which can be seen
from the AR ranges in Table 1.

Next, we make a comparison between the efficiency scores of the RDID model
and the RDI model with the same constraint set (hereafter referred to as the RDIS
model). As for the RDIS model, we set and in order to make a clear comparison.
And we rank the nations according to the optimal value in the ascending order.
As for efficient nations, they are all ranked as the first placers. Nations in the
first and second groups are underestimated through the RDID model, compared to
the RDIS model. Because in the RDID model, the golden medals of these nations
are considered less important than these in the RDIS model [15]. Nations in the
third and fourth groups are overestimated through the RDID model, compared to
the RDIS model. The reason for it is that the golden medals of these nations are
considered more important in the RDID model than these in the RDIS model.

At last, we make a comparison between the targets we obtain and the targets of
the BCC model. We find out that the targets we obtain through the RDID model are
all the integer-valued, which can work as the benchmarks for the inefficient nations.
But the targets through the BCC model are generally fractional, which cannot work
as the targets of the inefficient nation effectively. We also find out that the targets
provided by the RDID model are not always a rounding up or down of the fractional
targets. For example, the targets of South Korea through the BCC model are (21.09,
12.98, 13.75), but its targets through the RDID model are (17, 11, 14). Even if the
targets obtained by the BCC model are the whole numbers, they are worse than
the targets of the RDID model, such as Azerbaijan. Its targets through the RDID
model are (5, 4, 5), while its targets through the BCC model are (2, 2, 6). It is
obvious that (5, 4, 5) are better than (2, 2, 6). The comparisons above show that
the RDID model not only provide a proper integer-valued target for the inefficient
nations but also evaluate the participating nations from different views.
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Table 4. Comparison between the RDID and RDIS models

Nations RDID Ranking RDIS Ranking

America 1 1 1 1
Britain 1 1 1 1
Russia 1 1 1.25 6

South Korea 1.47 9 1.68 13
Germany 1.57 10 1.71 14

France 1.92 17 2.17 21
Italy 2.06 20 2.51 27

Hungary 1 1 1.000944 2

Australia 1 1 1 1
Japan 2.08 22 2.93 29

Republic of Kazakhstan 1.39 8 1.64 12

Netherlands 1.28 6 1.37 9
New Zealand 1 1 1.005449 3

4. Conclusion

The RDID model is mainly focused on to evaluate the participating nations at
the Olympics. There are two main priorities for the model. Firstly, it can provide a
more reasonable target for the inefficient nations because its targets are the whole
numbers. People do not need to round the targets to the nearest whole number to get
the integer-valued targets. It can provide proper targets for the inefficient nations.
Secondly, it considers the different views of different participating nations to golden,
silver and bronze medals and makes some adjustment to the original model to make
the efficiency score lie between zero and unity. Moreover, the participating nations
are divided into four group based on the criteria of the World Bank and give the
proper constraint set to each group. Therefore, the RDID model can evaluate the
participating nations from different view. And the comparisons between the RDID
and RDIS models are made, and the RDID and BCC models again demonstrate the
feasibility and justice of the RDID model. In conclusion, the model is instructive
because the similar problems can be tackled through it.
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Insulation and monitoring system for
pure electric vehicle based on

microcontroller unit

Han Peng1

Abstract. The purpose of this paper is to study insulation and monitoring system of pure
electric vehicle. By insulating the performance decline of insulated wires, it is proved that pure elec-
tric vehicle based on micro controller unit will lead to serious consequence. The insulation detecting
methods is used in the market to put forward an improved detecting method. Its characteristic
refers to utilizing the bias resistance to detect insulation, while the main control chip provides
signals to control the bias resistance. In the end, the peripheral circuit was designed centered on
Advanced RISC Machine (ARM) micro controller unit (MCU for short). Modular programming
is adopted to simplify the programming process. The experimental results show the accuracy and
reliability of the insulation detection system by constructing an experimental platform. In the
verification experiment, the insulation resistance is measured and its value with theoretical value
100 kΩ is compared. The relative error is only 0.173%, and the standard deviation is 3.70. The
insulation detecting system of pure electric vehicle designed this time is of certain accuracy and
feasibility. Based on the the above finding, it is concluded that the design of insulation detection
system is suitable for pure electric vehicle based on micro controller unit.

Key words. Micro controller unit, pure electric vehicle, insulation detecting system, main
control chip.

1. Introduction

Environmental pollution caused by the fuel vehicles exhaust is becoming more
and more severe owing to the increasingly expanding of automobile market. Faced
with the existing energy-environment problems, the research, development and pro-
motion of high-efficient clean electric vehicle are becoming an irresistible trend in
automotive field [1]. However, most cars are fuel-powered, so they are free from the
disasters caused by insulation. On the contrast, electric vehicle is electric-driven. To
ensure enough power, there is always a high-voltage power supply assembled in the
vehicle [2]. In the high voltage circuit of electric car, high-voltage and low-resistance

1School of Mechanical Engineering, North China University of Water Resource and Electric
Power, 450045, China
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will form heavy current. Therefore, the battery voltage pf high voltage side of the
electric vehicle should remain high-voltage (about 300V). In addition, the positive
and negative pole of the high-voltage battery are connected on the ends of the insu-
lated wire, whose resistance is very low, so transient current of the high-voltage side
loop will be very heavy [3].

As a result, the quality of the insulation system of the electric vehicle is of high
importance. Insulation aging of the high-voltage side will pose a threat to drivers
even the security of passengers.

2. Materials and methods

2.1. Design of insulation detecting system

Power system is very important to the electric car. Particular electric devices are
schematically shown in Fig. 1. The requirements to voltage is different in different
places, and meanwhile the high and low voltage side power system appeared [4].
High-voltage power system consists of four parts and drives the operation of high
power devices like motor [5]. While the low-voltage power system supplies electric
to electric devices, in order to avoid electric leakage and other issues. We emphasis
on the high-voltage electric system in this research.

Fig. 1. Electric devices of electric vehicle

At present, the frequently used insulation detecting methods have bus end volt-
age method, AC signals injection method and DC voltage insulation measurement
method [6]. The circuit used in bus end voltage method is simple but of unreliability,
cannot influence fault like short circuit to ground. AC signals injection method refers
to injecting AC signals in the DC system of the high-voltage side of electric vehicle,
comparing, calculating and working out the insulation condition of the monitoring
system. DC voltage insulation measurement method is realized by measuring the
insulated resistance. Mosfet tube is used in the switch, so it is unavoidable for the
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high current signals to produce some disturbing signals during the measuring. This
will influence on the calculating accuracy [7].

2.2. Insulation detecting method

The insulation condition of electric vehicle is measured by the insulated resis-
tance of DC positive and negative bus to the earth, according to the regulations
of BS ISO 6469-1-2009: divide nominal voltage U of electric vehicle DC system by
insulation resistance value, the result greater than 100 Ω/V conforms with the secu-
rity requirement, the result lower than this value shows the insulation fault of pure
electric vehicle [8].

The principle of measurement is shown in Fig. 2, in which, Vb is the storage
battery voltage, Rp and Rn are the insulation resistances of the positive bus and
negative bus on the earth, respectively. The exterior of the short dash box is the
monitoring circuit model of the insulated resistance of the pure electric vehicle, in
which R0 is the nominal bias resistance, R0, S1, S2 construct a bias resistance
network. R1 and R2, R3 and R4 construct the measurement voltage division circuit,
Vp and Vn represent the voltages of positive pole and negative pole to the earth,
respectively. During measuring, turn off S1 and S2, and draw Vp and Vn. And then
according to the values of Vp and Vn, judge whether R0 is in parallel with Rp or in
series with Rn.

Fig. 2. Schematic circuit diagram of insulation detecting

If Vp > Vn, turn off S1 and disconnect S2, then we can measure the voltage value
of the positive and negative buses to earth V ′

p and V ′
n. According to the circuitous

principle, we can work out the calculating formula of insulation resistance Ri of the
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DC high-voltage system:

Vp

Rp
=

Vn

Rn
,

V ′
p

Rp//R0
=

Vn

Rn
. (1)

Now we can draw that

Rn = R0

(
VpV

′
n

V ′
pVn

− 1

)
. (2)

As Vp > Vn, then Rp ≥ Rn. Therefore, choose the lower resistance Rn as Ri.
For the same reason, when Vp < Vn, the relative insulation resistance can be worked
out.

3. Hardware design

We use the intelligent system of the high-voltage fault diagnosis and safety mon-
itoring as the monitoring device of the pure electric vehicle this time, to reach a
better effect in monitoring. Fig. 3 refers to the systematic principle construction
diagram. ARM chip is the core part of the whole controlling system. We apply with
STM32F107 chip, whose detecting speed and accuracy are relatively higher. Under
the control of the measuring main controller, this system can measure the accuracy
of voltages to earth of the positive and negative bus, and is of good anti-interference
quality and security [9]. As to the design of alarming system, based on the voltages
to earth of positive and negative bus collected by the system, we can make compar-
ative calculation with the standard value of the electric vehicle. When there is fault,
it can give an alarm, or the system will turn off the circuit to protect the safety of
the device [10].

Fig. 3. Hardware principle construction diagram

Relative functions module circuits of the above hardware structure will be intro-
duced in details as follows.

3.1. Power circuit

Seeing at the security and practicability of design, two kinds of working power
supply 24V and 5V are applied this time. Those power inputted by them should
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be under relative protections like filtering and reversed connection-avoidance. Pure
electric vehicle uses DC 24V, so we designed the 5V power circuit and switch it
with the 24V power circuit [11].

3.2. Measuring circuit

When the electric vehicle is moving, the insulation detecting environment will be
worse, thus the voltage of insulated end is high and unstable [12]. Voltage measured
by STM32 is only several VA, so we apply TE6664N chip to construct the measuring
circuit, using two circuits in measuring, one for collecting the voltages between
ground wire and positive bus, the other one for collecting voltages between negative
bus and ground wire. Moreover, high-pressure optronic relay can be used to control
high-voltage circuit and the bias resistance access circuit. The voltages decreased
after the signals pass the multilevel voltage division resistor [13].

3.3. Bias resistance access circuit

Figure 4 represents the schematic diagram of the access circuit of bias resistance
R0. C_Detect+ and C_Detect- is from the controlling signals of STM32, and is
equal to switch S1 and S2 in the schematic diagram. SGIELD is the ground wire,
and U2 and U3 is optronics, playing the role of insulating to raise the stability of
circuits. The resistance connected with the right end of optronics is bias resistance
R0. Controlling signals output by the STM32 control R0 by controlling the conti-
nuity of U2 and U3, it can decide whether connecting R0 with the circuit of positive
bus to the ground or with the negative one [14].

Fig. 4. Schematic diagram of bias resistance access circuit( BAT+ and BAT- refer
to the positive bus end and negative bus end of the power storage battery

respectively)
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3.4. Protective circuit

The voltage of storage battery cannot be too high or too low [15], so we must
adopt high-voltage and low-voltage protective circuit (see Fig. 5). Safe voltage value
range of storage batteries is 150∼300V. The system should be designed including a
specific function to detect the voltages of the two ends of the storage battery. When
the signals have not been fed back to the system, the alarm will be given to reach
real-time process.

Fig. 5. Protective circuit

3.5. High-voltage loop inter-lock circuit

The reliability of high-voltage loop is of great significance. To better detect the
integrity of the high-voltage power-supply loop, we show the high-voltage inter-lock
detecting loop in Fig. 6. In the fig, the on-off condition of Q6 is controlled by the
controlling signals given by the high-voltage loop inter-lock of the main controlling
chip. It controls Mosfet tube to control the on-off of 5V voltage signals. 5V voltage
in the circuit is supplied by the power circuit of the monitoring system, and is
inputted in the high-voltage loop J1 to force the return voltage to be detected in
time. If the voltage detecting system has not received the return signals, high-voltage
loop inter-lock will recognize the fault, and then the circuit will give an alarm and
at the same time, it will turn off itself automatically.

Fig. 6. Schematic diagram of high-voltage loop inter-lock circuit

In this system, there are also temperature measurement circuit of the power
storage batteries( adopting DS18B20 sensor), circuit design of liquid crystal display
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(2.8-cun, 16-bits TFT LCD, 320×240 resolution ratio), and CAN communication
circuit (applying with module TD301DCAN) (not covered here).

Moreover, we also design the anti-interference quality and operating managing
of the hardware. In the field of pure electric vehicle, high-voltage DC system was
seen as strong electromagnetic interference. Therefore, its anti-interference quality
will be set as a standard, whose value largely decides the reliability of the electric
parameter, and also plays a vital role in the operating of the system. During the
operating of high-voltage system, there are two levels of fault: minor fault and major
fault, which is called class one failure and class two failure in software respectively.
Fault in high-voltage loop belongs to class one, and fault in insulation resistance
refers to class two. Faults resulted from the high temperature of power storage
supply can be defined to class one failure and class two failure according to the
extent of damages.

4. Software design

The core of control section of this research is STM32F107. Form a complete
set of software by invoking firmware library to control each function module, thus
to realize the monitoring to the insulation system, and at the same time, realize
the functions of relay, PWM signals control, alarm display, CAN communication,
sampling measurement controlling, insulated resistance calculating and so on. In
this way, the principle of active insulation monitoring is realized. We can draw
the resistance values of the positive and negative insulated resistance with relevant
calculating method.

We adopts Keil uvision3 as the software development platform, and realize the
programming of STM32F107 by invoking firmware library. The operating environ-
ment of the pure electric vehicle is complicated, so we add some protective circuits
and anti-interference measurements to reinforce the reliability of the system, such
as digital filtering technology and “watchdog” technique. The flow chart of main
systematic program is shown in Fig. 7.

There are twice sampling of AD needed to be done, sampling two data signals
every time, thus to draw the insulated resistance value. The first sampling is bias
resistance and will not be involved in the whole system. Collect two data signals at
the second time, work out the insulated resistance value of the bus insulated wire.
The flow chart of AD sampling is in Fig. 8.

Fig. 9 refers to light alarm system. The positive and negative insulated resistance
value calculated above is the condition to judge the light alarm condition. Figure
10 shows the flow chart of operating managing and disconnecting controlling, when
in failure.

The pure electric vehicle may suffer from faults no matter in the starting, op-
erating and parking process. When encountering fault, the monitoring system of
high-voltage electricity will be access to the control strategy of disconnecting when
in failure, thus to turn off the high-voltage loop.

During the reliability design and optimization of the systematic software, con-
cerning with the functions needed to be realized as well as the whole process, the
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Fig. 7. Flow chart of main systematic program

linkage process of every motion must be fluent and natural during the whole in-
sulation detecting. So we use optional structure “Switch” in the complete system.
The connections between every action statement is accomplished by its multi-branch
statements. All in all, frequently used modular programming method used in this
time makes a higher systematic readability.

Fig. 8. Flow chart of AD sampling
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Fig. 9. Light alarm program

Fig. 10. Flow chart of operating managing and disconnecting controlling when in
failure

5. Results

To judge the insulation condition of the insulated system, we construct the system
test platform. The test platform constructed for the high-voltage safety test system
of pure electric vehicle includes: 200V high-voltage DC supply, 24V DC supply,
oscilloscope, multimeter, safety monitoring system, etc.

To ensure rationality and comprehensiveness of the test, our testing sequence
is from partial to the whole, i.e. debugging software first and then the hardware,
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debugging the low-voltage environment first and then the high-voltage.these are all
the sequences to conduct test. The test results of insulated resistance value are
shown in Table 1.

Table 1. Test results of insulated resistance value (kΩ)

No.1 No.3 No.4 No.5 No.6 No.7 No.8 No.9 No.10 Average
value

Measured
value

97 98 98 101 99 100 97 98 102 99.1

Standard
value

Error –3 –2 –2 1 –1 0 –3 –2 2

The standard value is:

S =

√∑n
i=1(si − s̄)2

n
=

=

√
32 + 1 + 22 + 22 + 1 + 1 + 0 + 32 + 22 + 22

10
kΩ = 3.70 kΩ .

Seeing the results in Table 1 and comparing the measured value of insulated
resistance with theoretical value 100 kΩ, we can draw that the relative error is only
0.173%, and the standard deviation is 3.70. This is persuasive enough to prove
the accuracy of the calculating module of the insulated resistance designed in this
research.

6. Conclusion

We designed a detecting system based on ARM MCU directing at high voltage
circuit safety monitoring on pure electric vehicle, and tested the feasibility of it. The
main research process and result are as follows:

To put forward an improved insulation detection method concerning with the
reasons why the high voltage side of electric vehicle need insulation detecting and
also referring with the existing detecting methods in the market.

To design the schematics of many aspects like interposing the bias resistance,
insulation detecting, high and low voltage protection, high voltage loop interlock-
ing according to the principle of voltage detection. To show the whole hardware
structure of the system. To compile a program that can realize the relative func-
tions of hardware electric circuit based on Keil uVision 3 as the software developing
platform, as well as the modular principles.

To construct the testing platform, and testify the feasibility and reliability of this
theory and method.
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Dynamics and simulation analysis of
table tennis robot based on
independent joint control

Yang Yu1

Abstract. The purpose of this paper is to prove the accuracy and flexibility of the speed of
the table tennis robot when it strikes. The method is to analyze table tennis mechanical simulation
based on the control strategy of robot independent joint. Independent control strategy is adopted at
first, and PID control principle is also used to design and analyze the control system of table tennis
robot and mechanical-control co-simulation system. In addition, the virtual scene is simulated
when two robots are playing. Finally, performance index of robots is evaluated and optimized to
confirm proper parameter of sample robot design and provide theory instructions for the developing
and producing of table tennis robot. According to control demands of servo motor, the three loop
control system of table tennis is established. The experimental results show that the co-simulation
and control system of table tennis prove its correctness. Based on the above finding, it is concluded
that the mechanical parameters of hybrid robot can be optimized. Meanwhile, simulation and
analyses in the study of table tennis robot based on the control system of independent joint control
strategy play an important part in developing and producing hybrid robot 3 robot programming
system (RPS) + robot programming (RP).

Key words. Table tennis robot, PID control system, mechanical simulation, control strategy
of independent joint.

1. Introduction

1.1. Description of the problem

Robot is one of the important inventions in the 20 century. Table tennis robot
is of wide interest and also a universal technology platform combining machinery,
vision, control and other disciplines [1]. In terms of technology, crucial technology
in table tennis can directly radiate to all kinds of related fields; in terms of teaching,
to develop robots which can play table tennis with people or play with each other is
useful for activating students’ passion and enthusiasm for exploring scientific knowl-
edge; In terms of recreation and sports, table tennis robot can be used in such fields

1Department of P. E, North China University of Water Resources and Electric Power, China
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as entertainment, exercise, partner training, competition, which can enrich people’s
free time and help them build body health [2–3]. Thus, the research of table tennis
is important in the filed of intelligent robot research.

1.2. State of the art

Scholars both at home and abroad have made many researches about table tennis
robot. Table tennis robot shows rapid development in advanced countries, while
China began to do researches about it in a relatively late time. Some scholars
make deep researches on vision prediction and servo control system of table tennis
[4]. There are some studies on visual tracking, trajectory prediction and control
technology. Studies on the trajectory prediction of table tennis are carried out [5].

A great deal of mechanical simulations are made at home and abroad. Some
simulation researches on decomposition control of arm accelerating speed of table
tennis robot are analyzed [6]. Experts make researches on robust control of operation
arm of table tennis with anti flexible joint [7]. In the robot industry in the 21
century, there is trend that product design is completed with the help of computer
simulation [8]. As lots of practical experiments are carried out after the bases of
a series of virtual simulation experiments, which improve the efficiency and reduce
risks and costs, thus design defects of the product are dealt with in time before the
shaping of physical objects [9–10]. It also goes to the mechanical simulation of table
tennis simulation. The study on mechanical simulation offer important instructions
for the developing and producing of real simple machine. For reasons above, table
tennis robot is chosen as the experiment platform in the study for simulation and
analyses to design and simulate the mechanical system and control system of table
tennis robot.

2. Materials and methods

Dynamics of table tennis robot is analyzed and dynamic model for hybrid robot
3-RPS+RP and 6R serial robot is established before the research, and the trajectory
of its striking ball is programmed; next, the dynamic model is proven accurate by
theory calculation and mutual simulation, which lay a foundation for the simulation
in the environment of striking balls of table tennis and its control system.

2.1. The control system of table tennis robot

Hybrid robot 3-RPS+RP is the study is controlled by PID control with single
joint, whose body is connected by parallel mechanism and serial branches. Robot
control is realized by driving joint of the motor, and the AC servo motor control
model is used to drive the joints of table tennis robot. Compared with DC servo mo-
tor, there are many advantages of AC servo motor: it has no brush and commutator
which ensures reliable operation and low demands for maintenance; the heat dissi-
pation of the stator winding is more convenient; it has small inertia, which is easier
to improve the speed of the system; it has relatively small volume and weight in the
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same power [11]. The servo motor adopts the traditional PID controller, which is of
good stability, simple procedure for parameter setting and excellent robustness. PID
control principle [12] is a reasonable algorithm based on imprecise model and system
information estimation. The principle of PID control system is shown in Fig. 1.

Fig. 1. Principle of PID control system

System shown in Figure 1 mainly consists of PID controller and the controlled
device. It composes control deviations according theoretical preset value and actual
output value, and make up correspondent control portfolio u(t) with deviations
composed in different combination forms of PID.

AC servo control system of joint control of the robot often uses frequency con-
verter as the driver of the motor, and it is composed of three closed loop control
system, namely, position loop, speed loop and current loop [13]. The function of cur-
rent loop is to adjust current to maintain constant output of torque, refrain current
deviation and improve the performance of the system by enhancing the stability of
current; the function of speed loop is to refrain load disturbance and velocity per-
turbation and effectively overcome dynamic errors and shorten adjustment time; the
function of position loop is to ensure the system can position and follow in a correct
way. The control principal and structure model of AC servo motor with three closed
loops is shown in Fig. 2.

Fig. 2. Control model of AC servo motor with three closed loops
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2.2. Mechanical-control co-simulation system of table ten-
nis

As far as the mechanical-control co-simulation system of table tennis is con-
cerned, the position and speed control co-simulation based on kinematics and con-
trol co-simulation with dynamics as the basic force are introduced in the study. The
principle of he position and speed control co-simulation based on kinematics is to
develop robot kinematics inverse solution and obtain joint potion and information
about speed, and to transform position information into information about joint
driving torque through control system so as to drive the robot [14]. Information
about force or torque between motor shaft, moving and rotating shaft is transferred
by connecting ball screw, coupling and the robot. At this time, input and output of
robot co-simulation system reflects robot kinematics relation. Its model is shown in
Figs. 3 and 4.

Fig. 3. Model of co-simulation system

Fig. 4. Driving model of AC servo motor

The principle of control and co-simulation system based on kinematics. The
principle of the control co-simulation with dynamics as the basic force is to develop
inverse resolution through terminal position information by using robot dynamics so
as to get information about joint force and torque, and then to connect each joint of
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the robot through joint driving force and torque parameters after the output of the
control system so as to drive the robot. At this time, co-simulation system of input
and output robot reflects its dynamic relation. Its principle of the control system is
shown in Fig. 5.

Fig. 5. Principle of dynamic control co-simulation system

What is shown in Fig. 5 is the co-simulation model of robot with semi-closed
loop. The features of table tennis robot are combined in the study. Terminal tra-
jectory of the robot is received after developing inverse resolution to obtain joint
information and controlling the robot through control principal of joint closed loop
based on the tracking what has been programmed. Comparative analyses are made,
in the following, between the terminal trajectory and programmed trajectory so as
to commend on motion characteristics of the robot.

3. Experimental results and discussion

3.1. Virtual simulation environment when two table tennis
robots are playing

The virtual simulation environment mainly concludes robot body, serial 6R robot
and hybrid robot 3-RPS+RP; the environment of two robots are playing with each
other includes striking balls trajectory of robots, motion and collision model of table
tennis; virtual control system of the robot, Paul three-loop servo control system, is
set. Focus on the study is scenes simulation which requires bodies of the playing
table tennis robot, sticking ball environment for the playing robots and its controller.

Virtual scene where two robots are playing can be established. The environment
for double play is closely related with the motion model of the robot and table
tennis. The stress state of the table tennis may affect the speed and accuracy of the
robot’s striking on balls. Terminal position of the mechanical arm is developed to
joints by inverse resolution to simulate robots playing. Effects on the robot made
by elements in striking ball environment are [15]: pat speed, pat position, direction
the pat surface faces when it touch the ball and different trajectories of striking
ball. In a word, the motion of the table tennis robot decides the motion of the ball,
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and moving features of the ball affects the motion of table tennis robot. Mechanic-
control co-simulation model of table tennis robot is shown in Fig. 6, and results of
simulation model is shown in Fig. 6 and 7.

Fig. 6. Flow chart of the establishment of mechanical model

Fig. 7. Simulation system model

3.2. Evaluation and optimization of performance of the ta-
ble tennis robot

Mechanical performance index is the important element to evaluate robot. Dif-
ferent indexes serve for evaluating robots with different tasks, which reflect the per-
formance of robots. Table tennis robot with the task to striking on balls is evaluated
from the perspective of spatial coincidence degree, speed response characteristics and
speed stability. Spatial coincidence degree stands for the coincidence rate of work-
ing space the robot needs in practice and the design requires for, namely, volume
percentage. The design demand for space when hybrid robot works and realizing
parameters are shown in Table 1.

When there is no pose motion at the end of the robot, the working space is a
cylinder, but the actual working space is bigger than a cylinder. It is concluded
through calculation that space coincidence rate of table tennis robot is far over 1,
meeting the working space requirement.

Velocity response characteristic stands for the speed of striking balls at the end of
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the robot and acceleration characteristic when the robot is striking balls. The speed
parameters the robot strikes the ball are shown in Table 2. The characteristic is that
the results of accelerate speed of terminal of the robot show its overall non-smooth
skipping and the skipping range of the second half is particularly large, thus it needs
to be optimized.

Table 1. Test results of insulated resistance value (kΩ)

Design area Up and down work-
ing field (mm)

Horizontal working
area (mm)

Longitudinal work
area (mm)

Estimated parame-
ters

±250 1600 450

Realization
method

Telescopic rod ro-
tation

Telescopic rod cir-
cle rotation

Telescopic rod
moving

Table 2. Speed parameters of striking balls

Environmental pa-
rameters

Full speed (m/s) Rotation speed
(r/s)

Maximum defor-
mation (%)

Ball 0∼27 0∼172 27

Ball pat 5∼12 / seldom

ADA MS/Vibration vibration analysis module is adopted to analyze vibration in
the study. When the response of the shock excitation is close to 2.5Hz, the result of
frequency response shows that the frequency where there is maximum acceleration
response is near 2.7Hz to 32.9Hz and resonance can be avoided.

Works about the optimization of the table tennis robot are carried about from
two aspects, namely, control and machinery. In terms of the control, parameters of
the controller is regulated, control performance is improved and control evaluation
index is stepped up, thus enhancing speed response characteristics of the robot; As
for machinery, from the aspect of decreasing inertia, light materials meeting striking
ball tasks are chosen to reduce inertia of mechanical system; linear motor driver
is selected which means inertia of ball screw is ignored, and dynamics equation is
simplified, thus making the robot more flexible. The diagram of optimization process
is shown in Fig. 8.

Tests are carried out on the optimized robot. It can be found that its speed
steps up, the acceleration stability is better than before and its stability improves
too. And meanwhile, the impact force in the experiment produced by the ball and
ball pat in the striking ball scene is 80.7493N, which is about 102N in practice
coinciding with the actual impacting environment. Finally, some relatively ideal
mechanical data about the robot is shown in Table 3.
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Fig. 8. Diagram of optimization process

Table 3. Parameters of mechanical system

Component name Size (mm) Component name Size (mm)

Rectangular base 510×357×102
(L×D×H)

Elbow Diameter: 62,
Turning diameter:
306

Cylinder base sup-
port

Length:620, diame-
ter:62

Double racket Diameter: 153,
thickness: 10

Fixed platform Diameter: 410 Racket Length: 367

Moving platform Diameter: 305 Swigging are of the
serial branch

46×46×470

Upper branch Diameter: 34,
length:494

Screw of the paral-
leling branch

Lead: Ph=15,
Nominal diame-
ter: d0 = 15, the
distance is 400

Lower branch Diameter: 56,
length: 530

Swinging arm
screw shaft of the
serial branch

Lead: Ph = 12,
Nominal diameter:
d0 = 8, the dis-
tance is 400

4. Conclusion

The control system and mechanical-control co-simulation system of table tennis
robot are studied. The performance of it when two robots are playing in the virtual
simulation environment is evaluated and optimized. It is concluded, finally, that,
three-loop control system of the robot is established according to the control demand
of servo motor, and that co-simulation model of hybrid robot is created, which mean
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mechanical-control simulation system is realized and it is feasible; simulation envi-
ronment of double play between robots is created, methodologies for the evaluation
and optimization for the whole system is put forward. In addition, hybrid robot with
five degrees of freedom is optimized and relatively ideal parameters for the system
are known, which lay a good theoretical foundation for the control system of the
table tennis and its producing.

However, there are some limitations in the study due to limited experiment time
and equipment. The further research will be carried out from the following two
aspects: the mechanical-control co-simulation for the robot can be made in the way of
adopting the driving combining linear motor and rotating servo motor. Furthermore,
comparative analyses will be made between it and response from the robot driven by
rotating servo motor. Through appropriately simplifying its dynamic equation, real-
time control system with feedback closed loop is realized after the mechanical-control
co-simulation.
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Security dynamic performance
evaluation method of ad hoc network

based on anti-attack model

Xiaoling Xu1, Weicui2, 3, Tianyun Zhang1

Abstract. The purpose of this paper is to study the security of Ad hoc networks. The Ad hoc
network is decentralized and self-organized. It has the unique characteristics of topological dynamic
change and fully open wireless access. They are easily attacked by various network malicious nodes.
Based on the anti - attack model, the security of Ad hoc network is analyzed. By using the model,
the corresponding trust filtering mechanism is established. It can detect nodes stably. At the same
time, the recommended nodes and nodes with collusion attack are found in the link. Through
the theoretical analysis and experimental simulation, the results show that the proposed model
can avoid the attack of malicious nodes, so as to realize the stable operation of the whole system.
Based on the above findings, we conclude that this model can effectively solve the trust management
problem in Ad hoc networks.

Key words. Anti-attack model, Ad hoc, network security, trust in peers.

1. Introduction

Ad hoc network is a kind of temporary autonomous distributed system in terms
of its system, which shows a lot of natural disadvantages in the practical application.
There are many problems that need to be solved urgently, among which the problem
of network security is remarkable since without solution, it would be difficult to
achieve the universal application of network, while the security of network node
has always been one of the important issues conducted in research [1]. With the
Ad hoc network model continuing to enter into thousands of households, how to
better improve the security of Ad hoc system is one of the main problems that is
in need to be solved. Some studies have indicated that the real-time monitoring of
node control and the interception of malicious nodes in the network are gradually
becoming the main methods to enhance the service capability of Ad hoc network [2].
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Meanwhile, the anti-attack model has gradually become the mainstream of research.
This model, in the process of research, with direct access to the communication
nodes in the whole system, ensures the smooth development of the entire system,
which follows a specialized trust evaluation of nodes [3].

Usually, the wireless communication network mainly refers to the cellular mo-
bile communication system or the wireless. The former usually adopts centralized
centralized control mode, and needs related infrastructure support, such as base
station or switch. The latter is connected to the fixed network in a wireless access
mode. What they all have in common is that mobile terminals require fixed net-
work support. However, these are not suitable for certain occasions. Therefore, we
urgently need a ubiquitous network, that is, mobile Ad hoc networks. Mobile Ad
hoc network is a new type of wireless network. It does not depend on the control of
the fixed infrastructure, but emphasizes the concept of multi hop, self-organization
and no center. Nodes in a network have dual roles. It has both router function
and host characteristics, which are connected as peer entities. The normal com-
munication process between nodes must be relayed by other nodes in the network,
so as to construct a multi hop wireless network. Although mobile Ad hoc network
has many advantages, such as fast, flexible and strong invulnerability, it has many
inherent security problems, such as no linearity, dynamics, self-organization and re-
source limitation. Therefore, its security has become a serious challenge for mobile
Ad hoc network research. As a kind of computer network, the network also has to
solve the basic network security problems, such as the availability of basic network
services, the confidentiality of information and the integrity of network informa-
tion. Authentication, communication, encryption and authorization are the main
means to achieve the above goals. The specific methods include authentication pro-
tocol, digital signature, information encryption and so on. These methods still play
an important role in ensuring the availability, integrity, authentication, and non-
repudiation of network communications. However, these mechanisms require nodes
with higher hardware requirements. As a result, its actual operation is relatively
inefficient. In addition, security mechanisms in centralized networks are not suitable
for mobile Ad hoc networks. It cannot prevent unsafe behavior, malicious behavior
and selfish behavior in the network. In this network, the mutual trust between nodes
is of great importance to the security and reliable operation of the network. The
establishment of trust relation is the premise of normal communication. In order to
establish security communication, a perfect trust model must be established among
the nodes, and it is one of the main means to solve malicious attacks in the network
by determining the trust relationship between nodes. Therefore, the research of mo-
bile Ad hoc network trust model is a direction to solve the problem of network soft
security. However, mobile Ad hoc network is a resource constrained autonomous
system. Because nodes are controlled and used by many rational users, the nodes in
the network often show their privacy. In the normal packet forwarding process, it is
not willing to actively provide services for other nodes, which results in a dramatic
decline in network performance. Therefore, in this environment, it is another direc-
tion to solve the problem of network soft security by motivating and mobilizing the
cooperation enthusiasm of selfish nodes. At present, the research on secure routing
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of mobile Ad hoc networks is based on table driven, on-demand and hybrid routing
protocols. Security enhancement is carried out by using the idea of hard security.
The introduction of trust and cooperation mechanisms provides a new approach for
solving the soft routing problem in mobile Ad hoc networks.

The security protection of network is achieved in trust evaluation where the
system attacks directly malicious nodes for the invasion into the system, thereby
expelling these nodes out of the system. After the relevant research and evaluation
of this problem, the preliminary analysis shows that in the network communication
security, if the trust is increased or remain unchanged among these nodes with bet-
ter behaviors, then the other nodes in the network will be more willing to carry out
communication [4], on the contrary, the trust of these nodes with poor behaviors will
continue to decline, and the other nodes will exclude or even refuse the communi-
cation with them. Where, the process seems to imitate the new relationship of new
person in human society, with its operation model involving hypothesis, expecta-
tions and the corresponding behavior and environment, which are more appropriate
to conform to the human social relations [5]. At the same time, the trust evalua-
tion model is also an important driving force of the whole anti-attack model, which
prevents the network from being attacked internally, and is suitable for distributed
network communication [6]. In the actual use, it can strengthen the detection of
malicious nodes to improve the security of the system [7], so the trust evaluation
system has also gradually become the focus in researches on the security of Ad
hoc network based on anti-attack model [8]. With the continuous development and
progress of Ad hoc network’s applications, how to establish the trust relationship
between unrelated individuals is also the most important issue [9].

2. State of the art

In the simulation of Ad Hoc network, most people use mobile model (MM) based
on single entity, such as RWPM (random waypoint mobility model), RWM (ran-
dom walk mobility model), RDM (random direction mobility model) and GMMM
(Gauss–Markov mobility model). RWPM is the basic model, and the most com-
monly used MM. In RWPM, the MN randomly takes the starting point S and the
destination point D in the moving area, and randomly takes the velocity v and moves
from S to D in a straight line. After MN arrives at D, randomly select a pause time
to remain stationary, thus completing a step. Then, the next round step movement
is performed with the present round destination point D as the start point S of
the next movement, and the other MNs follow the above-described movement pat-
tern and move independently of each other. Other models are mostly evolved from
RWPM, when the pause time of MN in RWPM is zero, RWPM becomes RWM.
RWM will produce unrealistic dynamic characteristics, such as sudden stop and
sharp turn. RDM reduces the node density fluctuation on the basis of RWPM, but
it cannot improve the network topology connectivity performance under RWPM.
GMMM is based on the use of the RWPM Markov chain to establish the movement
model, it attempts to describe a more realistic movement pattern, but due to MN
in some direction cannot change the speed of movement, resulting in the dynamic
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characteristics of the network is still flawed (such as node location distribution, etc.).
The EMWMSDP evaluation method proposed in this paper can quantitatively

evaluate the temporal and spatial dynamic characteristics of interrelated MM. On
this basis, the CCMM model is also proposed to describe the curve movement model
with realistic scene. For simplicity, it is assumed that the MN moves within a
circular region, but it can be extended to other moving regions (such as rectangles)
and can quantitatively compare the temporal and spatial dynamics of different MM.
Because the method is independent of any MM, the results of Ad Hoc network-
related research (such as protocol optimization and performance evaluation) under
different MMs are comparable and the conclusion is more reliable. In addition, the
EMWMSDP method can evaluate the temporal and spatial dynamic characteristics
of MM more comprehensively and make up for the deficiency of single dynamic
characteristic research. In the Ad Hoc network, the network model describes and
reflects the geometric characteristics of the mobile node (MN), such as the mode of
motion, speed and direction, which is the main factor of the network topology change.
In the existing research of Ad Hoc networks (such as MAC protocol and routing
protocol optimization, network performance prediction, etc.) are often based on a
specific model for the premise. The network model makes the Ad Hoc network show
complex dynamic characteristics (such as the spatial distribution of node location,
the duration of network link connectivity, etc.) both in time and space. Most of the
existing models are based on simple, random (or blind) linear motion, it not only
difficult to describe the reality of the curve of motion patterns, but also produce such
as the border effect (border effect), speed attenuation and other defects, resulting
in the simulation based on these models can not accurately reflect the real network
behavior, it is necessary to establish a mobile model close to reality. However, how
to analyze the dynamic characteristics and simulation results of different models
of Ad Hoc network systematically and comprehensively, and theoretically require a
general and quantifiable evaluation method [10]. At present, most of the researches
on dynamic characteristics of mobile models are based on the moving model itself and
its one side (such as temporal or spatial dynamic) to establish a specific computing
model. It is difficult to be independent of the mobile model, because it is difficult to
independent of the mobile model, so the lack of comparability and versatility [11].

In the network, trust and security are two different concepts. Security is mainly
based on the security of the system. It can avoid or deal with illegal intrusions,
malicious attacks and so on. However, in the current network, trust is to help
the network entity to establish confidence or judge service cooperation, to reduce
the risk and substantive cooperation [12]. At the same time, the two are closely
related. Security can provide reliable communication and information protection
for the creation of trust, and trust can enhance security. In order to correctly
distinguish selfish nodes and malicious nodes on the network, many scholars have
proposed the establishment of a trust model and the routing algorithm according
to the history of interactions between entities, to achieve node priority trust, as
well as the normal communication [13]. The weight of the score is determined
by the confidence, credibility, timing, score, and distance of the existing scoring.
This method overcomes the disadvantages of the simple trust model, which is too
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rough to describe the trust value accurately, and the algorithm is simple, intuitive
and easy to understand [14]. The method of probability theory is more suitable
for the requirement of historical interaction information collection in trust model.
Beth first divides trust into direct trust and recommendation trust, calculates trust
value by probability statistics, and proposes a method for synthesizing trust. The
trust value is evaluated by calculating the binary probability or positive conditional
probability value. However, it does not consider the nature of trust and decay over
time. Bias network is based on the Bias theorem in probability theory, and is one of
the common methods of uncertainty reasoning. It provides an accurate theoretical
basis for calculating trust value [15]. In its calculation, the prior probability, the
sufficiency measure, the necessity measure and the equivalence are mostly given by
expert experience. Some papers call it the Subjective Bayes approach. However, this
method relies too much on expert experience and is more subjective. It is difficult
to implement in Ad hoc network [16]. The uncertainty of trust is expressed by
entropy, and the model also calculates the direct trust value between entities based on
Bayesian theory, and takes into account the factors that decay with time. However,
the proposed model does not consider more than two recommended trust synthesis
problems. It does not satisfy the combination rate of trust synthesis. It cannot deal
with trust recommendation from multiple parties, and does not distinguish direct
trust from indirect trust.

In the model proposed by George et al., the trust evaluation problem is consid-
ered as the shortest path problem of weighted directed graph trust graphs, using
path based semi loop and distance based semi loop transfer and composite trust
respectively [17]. The trust of the model is only based on the demand of intuitive
subjective judgment, and lacks the proof of the theoretical basis of the evidence.
Moreover, the trust is generated only on the basis of local observation, so the amount
of information needed for the calculation of trust is not complete enough. Luo Jun-
hai proposed a trust model based on strategy game. The trust relationship among
nodes is modeled. It gives the corresponding node’s policy selection and payment
function, thus ensuring that the trust model can identify malicious nodes, ensure
secure communication between trusted nodes, and improve the performance of the
network. Combining the concept of trust, Zhang Tao proposed the modeling idea of
routing algebra. Based on this, we define and quantify the routing metric metrics
in current trust routing research, and validate the idea theoretically, and extend the
model to other classic routing protocols. This method is the first to give a complete
set of theoretical systems about trust routing, and it has also a very good scalabil-
ity [18]. The dynamic, time-varying and lost characteristics of wireless links lead
to poor quality and low stability of wireless links, which challenges the reliability
of network throughput and transmission. In addition, the link instability caused by
node mobility and the limited energy of nodes also make it difficult to design and op-
timize routing protocols. However, broadcast characteristics of wireless channels are
inherent advantages. Opportunistic routing takes advantage of this characteristic of
wireless channels to improve the transmission reliability and end-to-end throughput
of wireless networks.
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3. Methodology

3.1. Synthetic update of direct trust

In the ubiquitous environment, the nodes in the network can form a network
with relatively stable topology at extremely fast speed. In this process, the nodes,
mainly through the sharing of services and the cooperation of equipment, complete
the function between each other, which can also primarily realize the application of
a variety of mobile business with the use of self-organizing network [19]. While, it is
necessary to be based on self-organizing network nodes for the application so as to
achieve a variety of service resources by cooperating with request nodes. However, in
the actual working environment, owing to their own limited resources, nodes would
become selfish nodes or nodes with malicious strategy [20].

Among these nodes, selfish nodes, which would lead to the emergence of various
problems of the entire system, directly determine the stability and security of the en-
tire system [21]. For a server, if the number of selfish nodes is excessive, it will have a
great adverse impact on excellent nodes in the network for its combating the enthu-
siasm of these excellent nodes to provide services, which directly causes the difficulty
of the entire network in continuing [22]. Furthermore, the selfish node—Free-Rider
also has a huge adverse impact in the network layer where misbehavior nodes attain
its selfish purpose for their avoiding to provide the appropriate services, or packet
forwarding services for other nodes. Thus, if these selfish nodes exist longer in the
system, the destructive degree to system will become greater, meanwhile, exerting
serious impact on the normal operation of system communication [23].

Fig. 1. Strategic attack of 1000 nodes under the change of direct trust

In the application, direct trust is based on the accumulation in interactive records
of service request nodes and target nodes, and further provides strong evidence
for the trust evaluation of the entire system, as shown in Fig. 1. Here, RFSN is
reputation-based framework for sensor networks, AETM is ad-hoc enabled trust
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mechanism and, DSIF is dynamic sensor information fusion. The trust relationship
established between two different nodes is the direct trust between these two nodes,
which is mainly regarded as the degree of trust to the target nodes that have expe-
rienced in the services for request nodes according to its actual needs [24], with its
significant importance for the safe operation of the entire system.

3.2. Design principles of incentive mechanism

The incentive subject interacts with the incentive object, during which the pro-
cess is reflected through a series of rationalized incentive mechanisms. In the prac-
tical application, the main rules of the incentive mechanism are as follows: First of
all, one of the most important rules is open and intuitive principle, under which,
purposes with the need to be incentive as well as methods require to be extremely
clear, intuitive and open, so as to satisfy the open and intuitive principle of the
entire system. Thus, the openness and intuitiveness of incentive mechanism is the
primary link with significant focus when designing the network.

Secondly, it is the principle of objectives’ combination that requires determination
of goals of the whole mechanism with needs to be considered in the design process.
However, in the construction of the network system, it is necessary to meet the
individual requirements of participants for the realization of this link. In these
processes, tangible and intangible incentives participating in activities together in
the entire system will adopt different approaches to carry out classified incentives in
different situations, thereby ensuring the balance and stability of the entire system
for its long-term development and the maintenance of system’s security.

Thirdly, the principle is praising virtue and punishing vice. Based on this princi-
ple, through incentive mechanism, participants who participate in the entire system
would give up those behaviors that are harmful to the development and security of
the system, and those who carry out reasonable operations and maintain the secu-
rity would be further rewarded. In the actual incentive mechanism, the participants
who are in accordance with target behaviors should be rewarded, and those who
compromise the stability of system should be sanctioned from another point of view,
as shown in Fig. 2. The symbols α and β represent the adaptability of 2 kinds of
behavior compromises of the system. The symbol γ represents the adaptability of
the incentive behavior.

The forth principle is to be incentive on demand, that is, the incentive mecha-
nism must be based on its meeting the needs of nodes in the system. However, in
different period of time, it is often different from the leading of stage nodes, so it is
indispensable to meet the most urgent need in all needs of nodes in order to make
these incentives can be carried out to the greatest extent.

The last one is the effectiveness principle of the system, which helps more nodes
in incentive system to further bring about positive behaviors that are in line with
the overall interests. At the same time, in order to effectively prevent those behav-
iors that do not meet the requirements and those violating the interests, the whole
incentive mechanism can better promote the timely implementation of this part of
punitive measures.
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Fig. 2. Dynamic adaptability analysis

3.3. Analysis of simulation experiment

In the analysis of this problem, the source node, based on its own node, directly
select the value of trust to send node’s service request. The results are shown in
Fig. 3. In the whole system, it is illustrated that all nodes have their own needs
and rationality, desiring to choose a node with a higher trust value to provide more
stable and reliable service. Thus, this part of excellent nodes with high value of
trust, in the actual participation, often select those nodes that have the same good
characteristic, so as to ensure that good nodes tend to combine with other good nodes
for the stability of the entire system. Therefore, excellent nodes can be gradually
gathered together to form a more solid network, so that all nodes within the region
can obtain reliable network services, finally achieving the upgrade of priority. For
those nodes with extremely low contribution rate and that are harmful to the stable
development of the entire system, the anti-attack model is applied to eliminate them,
and the malicious nodes are identified and cleared accordingly to ensure that all
nodes are excellent, while to avoid the entering of many malicious nodes. Thus, the
security and stable development of the network will gradually be achieved. Similarly,
the request information sent by many nodes with malicious strategy, which is used
by selfish nodes and malicious nodes can only be passed within the edge of the
network, thus an incentive effect is available for the entire network where a successful
interaction that is reliable and with relatively long-term adherence must be provided
at the same time, if nodes in network want to get more superior web services.

Fig. 3. Transition from an isolated set to a suspect set
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In this study, the ability to resist malicious nodes of the entire network was
mainly analyzed. The results are shown in Fig. 4. Among these nodes, one kind of
node itself will attack maliciously in order to deceive other nodes in the network.
Meanwhile, with it disguised itself as benign nodes of this system in the beginning
to provide services, as soon as the trust is accumulated to a certain level, it will
attack other nodes with the probability to damage the system. In the experiment,
in order to further analyze the whole data model in depth, a service requesting node
has been designed for the whole system according to various analysis models. In
addition, a cheating node is designed for further analyzing how these two nodes
participate in activities and how the cheating node obtain the trust in the system,
thus it will be more convenient for malicious node to do its own malicious attacks.
In these researches on model, the experiment is carried out under the same exper-
imental conditions. The service request node sends 10 times of service request to
the malicious node, among which the first three times allow the malicious node to
provide the system with relatively stable reliable services, and provide unreliable
services for the subsequent seven times.

Fig. 4. Node from suspicious set to isolated set conversion

4. Result analysis and discussion

4.1. Design of discount factor

When designing and studying the whole system, the corresponding relationship
analysis with D-S evidence theory illustrated that when the evidences are in conflict,
if the consistency of some part of evidence is low compared with that of other
evidences accounting for the majority, the impact of this part of evidence needs
to be reduced to prevent the final fusion results being affected in varying degrees.
On the contrary, if the evidence itself is highly consistent with other evidences in
the entire system, thus this evidence can be caused corresponding attention in the
network transmission, with direct impact on the final fusion results. In the analysis
and research, through the comparison and analysis, it was found that in the process
of integration, the weight that the evidence assigned to should be proportional to the
assigned weight in the integration with other evidences. In this study, the relevant
similarity matrix is applied to analyze these data, during which the data relationship
is gradually clear, with effectively guaranteeing the accuracy of information every
part obtained.
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4.2. Proportion of malicious nodes’ finding

As for the proportion of malicious nodes, a more detailed data analysis and
research is conducted. Through the comparison of data, it was illustrated that not
only a kind of malicious node exists in the network, but many kinds of combination
of malicious nodes with mutual influence and work together, if assuming that there
are 500 malicious nodes. In the further analysis of this study, it was found that the
data of different types of nodes among these malicious nodes is in a state of balance,
and the proportion is relatively balanced, contributing to the further observation
and analysis of these nodes in the experiment (see Fig. 5).

Fig. 5. Relationship between the success rate and the proportion of collusion nodes

In this experimental study, the probability of malicious nodes to be found has
been greatly improved based on the research model, which will show a higher level
after oscillating reactions. On the basis of this model, the errors caused by the prior
distribution of RFSN can be well avoided, and the impact of subjective ambiguity
can be more accurately identified, thus maximizing the accuracy of trust evaluation.

5. Conclusion

In this paper, the research on the main link in the trust management of Ad
hoc network is conducted, and with it regarded as the background, the anti-attack
model is analyzed. Because the network lacks the relative centralized server, and
the trust of nodes must be completed by themselves, meanwhile, due to the changes
in the network topology and its infinite conflict, some problems existing in the trust
evaluation of the system are caused into fact. Then, in the process of establishing
the trust evaluation model with the background of evidence theory, the randomness
and subjective uncertainty when processing assessment do not require the analysis
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of prior distribution. With this model, the relevant trust filtration mechanism can
be carried out to detect nodes stably, while the recommended nodes and nodes with
collusion attack are found in this link. In this paper, with theoretic analysis and
results analysis in simulation, it was found that attacks of malicious nodes can be
well avoided to achieve the stable operation of the entire system.
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Seismic performance analysis of frame
and frame-shear wall structures based

on energy balance

Haibo Liu1, 2

Abstract. To explore the seismic performance of frames based on energy balance, based
on the principle of energy analysis, the expression of energy relations of single degree-of-freedom
system and the expression of energy response of multi-degree-of-freedom system are introduced.
Based on the principle of energy analysis, the energy balance model is established, and a model for
finite element analysis is set up. In addition, the traditional response spectrum is used to obtain
the structure parameters. Entering the MIDAS finite element analysis software, the ability and
performance of the frequently-seen earthquakes and rare earthquakes model are analyzed. Simula-
tion experiments are carried out, and the results verified the validity of the above parameters. They
are in line with the requirements of "High Standard", empirical formula and other requirements.
The experimental results show that this method can effectively improve the seismic performance of
reinforced concrete frame shear structures. At last, it is concluded that the structure can be well
applied.

Key words. Energy balance, frame-shear structure, seismic performance.

1. Introduction

In the 1950s, Housner first proposed energy-based seismic design of structural
thinking. He tried to use the energy analysis method to study the seismic response
of the structure, that the structure of the earthquake response can be seen as a
seismic energy input and dissipation process, as long as the damping and hysteretic
energy dissipation capacity of the structure is greater than the earthquake input
energy, structure can effectively resist the earthquake, and does not produce collapse.
In the same time, Dr. George Housner explicitly proposed the concept of energy.
The concept can better reflect the seismic intensity and spectral characteristics, and
capture the inelastic deformation process of the structure under the action of strong
earthquake from the input energy and dissipation of energy. The study of energy

1School of Management, China University of Mining and Technology, 221116, Xuzhou, China
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method becomes an important development direction to improve the traditional
seismic design method [1]. In the 1980s, Japan’s Akiyama systematically researched
the energy-based seismic design method. Based on the research results of the SDOF
system and the MDOF system, the idea and method of energy-based seismic design
were proposed, and some of them were applied in the Japanese seismic code. From
the late 1980s to the 1990s, Fajfar studied the ground motion intensity index and
the energy input and distribution relationship of the SDOF system, and proposed
the N2 design method for the concrete structure [2]. After 1990s, Fajfar and other
scholars carried out a large number of studies on the seismic design method of
the comprehensive consideration of the cumulative hysteretic energy dissipation and
deformation. After 2000, Chou and Shen established the energy-based seismic design
method of steel frame structure, and put forward the practical design flow.

Since the 1980s, Chinese scholars have begun to study energy-based seismic design
methods. China’s scholars have done a lot of research work in the energy input,
distribution and the law of cumulative hysteretic energy dissipation of the SDOF
system and MDOF system and the test of energy dissipation capacity of the structure
and components. After many efforts of researchers, the foundation work of the energy
law has been tending to improve, the corresponding design framework is basically
mature, but there is no systematic design method.

2. Materials and methods

2.1. Energy method theory

For an idealized single-layer structure affected by horizontal seismic motion, it
can be regarded as an ideal single-degree-of-freedom system. The quality of the
system focus on a point of the end, the single degree of freedom or the multi-degree
of freedom system will have the damping, and dissipate the structural energy. If it is
assumed that the axial deformation does not occur at the end, the system will have
three degrees of freedom in the analysis of the static force, namely: the horizontal
line displacement and the rotation angle of the two nodes. In the dynamic analysis
under horizontal ground motion, the single-degree-of-freedom system requires only
an independent horizontal displacement to determine the position of the particle
under the action of the horizontal inertial force. Therefore, the system has only one
lateral displacement degree of freedom. The displacement u’ of the particle relative
to the original rest position can be regarded as the superposition of two parts, which
are the rigidity lateral displacement ug of the whole structure and the horizontal
displacement u of the particle relative to the structure base produced by the inertia
force

u′ = ug + u (1)

Thus, it is easy to get a motion equation of single degree of freedom system,
which can be expressed as

mü (t) + Cu̇ (t) + fs (u, u̇) = −müg (t) . (2)
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Here, C is the viscous damping coefficient and fs(u, u̇) is the restoring force of
the structure.

When the structure is still in the linear elastic deformation stage, the restoring
force of the system can be expressed by the formula

fs = Ku , (3)

where K is the initial lateral stiffness of the system and u is the relative displacement
of the system.

The initial stiffness of the structure is represented by the stiffness of the beam,
column and wall which the structure belongs, and can be obtained by a certain
algebraic calculation. Under the action of rare earthquakes, the deformation of the
structure may be in the elastic-plastic stage. In this process, the relationship between
the restoring force and the displacement of the structure becomes very complex. In
general, the restoring force will not correspond to the displacement value, but will
depend on the deformation path and the deformation state, and can be expressed
as

fs = f (u, u̇) . (4)

In the theoretical study, the general mathematical model of restoring force which
is simplified on the basis of the experimental data is adopted. The equation (2)
can be understood as the system substrate is stationary, and a horizontal equivalent
force P = −mu is affected in the particle. Because the force is proportional to the
quality of the system, the system quality is greater, the stronger the earthquake.
The both ends of the motion differential equations (2) relatively displace u points to
the particle, and the energy equation relative to the displacement can be obtained
[3] ∫ u

0

müdu+

∫ u

0

Cu̇du+

∫ u

0

fs du = −
∫ u

0

müg du . (5)

Since the displacement u is a function of time t, a differential relation du = udt
can be obtained, so that the integration of the displacement can be converted to
the integration of time t, and the above relationship can be substituted into (3) to
obtain the expression of the seismic response energy calculation of the single degree
of freedom system:∫ t

0

müu̇ (t) dt+

∫ t

0

Cu̇2 (t) dt+

∫ t

0

fsu̇(t) dt = −
∫ t

0

mügu̇ (t) dt . (6)

EI =

∫ u

0

müg du = −
∫ t

0

mügu̇ (t) dt . (7)

The equations on the left side of the above formula represent the different mean-
ings, and the representing method is as follows:

Symbol EK stands for the kinetic energy of the structure, that is given by the
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expression

EK =

∫ u

0

müdu =

∫ t

0

müu̇ (t) dt . (8)

Quantity ED is the damping dissipation energy of the structure, that is given as

ED =

∫ u

0

Cu̇du =

∫ t

0

Cu̇2 (t) dt . (9)

Symbols ES and EH denote the elastic deformation energy and inelastic hysteretic
dissipation energy of the structure, respectively, that may be expressed as

ES + EH =

∫ u

0

fs du =

∫ t

0

fsu̇ (t) dt . (10)

So, at any time t, the relationship of the energy balance in the structure is

EK + ED + EE + EH = EI . (11)

In mathematics, because the structure is a continuous medium, there should be
infinite degrees of freedom, but in specific engineering practice, the structure is usu-
ally equivalent to the limited multi-degree-of-freedom system to analyze according
to certain rules, and the specific expression is

[M ] {ü (t)}+ [C] {u̇ (t)}+ {R (t)} = − [M ] {r} üg (t) , (12)

where [M ] is the diagonal matrix of the concentrated mass, [C] is the damping
matrix of the structure, {R(t)} is the restoring force matrix of the structure and u(t),
u̇(t), ü(t), respectively, represent the displacement vector, the velocity vector and
acceleration vector of the particle of the structure. Symbol üg(t) is the acceleration
of the ground motion; conversion column vector, and consider the structure of the
damping matrix, {r} is the switching column vector, and the corresponding terms
of the degree of freedom in the direction of action of the seismic inertial force is 1,
and the rest is 0 [4].

When the earthquake continues to develop on the structure, the structure will
enter the elastic-plastic stage, the stiffness matrix will change with time, and the
specific performance is related to the position and the state of the each unit in their
respective restoring force curve. Therefore, when solving differential equations, it is
necessary to divide the whole seismic motion into a series of small steps of equal step
length or different step length, and treat the structural parameters in each period
as constants, and then use the stepwise integration method to solve.

In the structural analysis, the common step by step integration methods are
linear acceleration method, the midpoint acceleration method, Marker β method and
Wilson θ method [5]. In general, considering the aspects of stability and calculation
accuracy of the model, the midpoint acceleration method or the Wilson’s θ method
are used to analyze the nonlinear dynamics of the multi-degree-of-freedom system.

Similar to the energy response equation of the single-degree-of-freedom system,
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the general form of the energy-response equation of the multi-degree-of-freedom
system can be expressed as a matrix:∫ t

0

{u̇ (t)}T [M ] {ü (t)} dt+
∫ t

0

{u̇ (t)}T [C] {u̇ (t)} dt+
∫ t

0

{u̇ (t)}T {R (u (t))} dt =

= −
∫ t

0

{u̇ (t)}T [M ] {r} üg dt . (13)

The above equation can be abbreviated, and the simplified equation is:

EK (t) + ED (t) + ES (t) + EH (t) = EI (t) . (14)

Now the energy of the ground motion input structure is

EI (t) = −
∫ t

0

{u̇ (t)}T [M ] {r} üg dt . (15)

The kinetic energy of the structure is

EK (t) =

∫ t

0

{u̇ (t)}T [M ] {ü (t)} dt . (16)

The damping dissipation energy of the structure [6] is

EqrmD (t) =

∫ t

0

{u̇ (t)}T [C] {u̇ (t)} dt . (17)

Elastic deformation energy and the hysteresis dissipation energy are

ES (t) + EH (t) =

∫ t

0

{u̇ (t)}T {R (u (t))} dt . (18)

As the nonlinear dynamic analysis process is very complex, the calculation is
very large. So, in general, in the actual design and analysis, it is necessary to do
corresponding simplify and assumptions to the structure to have better results in
the application.

The energy-based seismic design method first establishes the seismic input en-
ergy spectrum. The empirical criteria based on the numerical analysis are the equal
energy criterion, the maximum deformation criterion, the instantaneous energy cri-
terion and the equivalent linearization method in geometry. The geometrical equiva-
lent energy criterion considers that the elastic system and the elastic-plastic system
are equal to the deformation energy obtained according to the geometrical calcu-
lation area in the uniaxial load-displacement curve. The maximum deformation
criterion considers that the elasticity system is almost equal to the maximum defor-
mation of the elastic-plastic system, is an empirical conclusion obtained based on
seismic response time history analysis results [7]. The instantaneous energy criterion
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is an effective method to predict the maximum response of the elastic-plastic system
based on the energy concept. According to the input energy in the time interval close
to the fundamental period of the building structure, the unidirectional maximum de-
formation is determined, that is, the instantaneous input energy is transformed into
the energy dissipation of uniaxial load-displacement to predict the maximum defor-
mation. The equivalent linearization is a method suitable for the elastic system. It
needs to assume that the damage distribution of the system is the same as that of
the elastic system.

2.2. Establishment of analytical model of frame-shear struc-
ture

The engineering model is a part of the actual two-phase engineering under con-
struction. The structure type adopts the cast-in-place reinforced concrete frame-
shear wall structure, and the structure safety grade is the second level. The foun-
dation design level is B level; the class of the building aseismicity is C-class, and
the seismic fortification is 7 degree (0.15 g) [8]. The site soil is Class II, and the
design seismic grouping is the first group. The seismic rating framework of the
special-shaped column-frame shear-wall structure is the three-tier level.

The basic modal analysis is carried out first to analyze the structural model, and
the most original results of the structure are obtained, as shown in Tables 1–3.

Table 1. Structural eigenvalue analysis

Modal number Frequency (Hz) Cycle (s) Allowable error
Rad/s Cycles/s

1 6.7 1.0663 0.9378 0
2 7.7762 1.2376 0.808 0
3 8.1754 1.3012 0.7685 0
4 22.4687 3.576 0.2796 0
5 27.3295 4.3496 0.2299 0
6 28.271 4.4995 0.2222 0
7 44.6431 7.1052 0.1407 2.29E–82
8 56.8744 9.0518 0.1105 1.76E–68
9 58.3491 9.2866 0.1077 1.13E–67
10 74.1298 11.7981 0,0848 2.54E–54

11 98.6677 15.7034 0.0637 4.18E–29
12 101.4837 16.1516 0.0619 1.9E–25

The first mode of vibration of the structure is the translational motion in the X
direction, the second mode is the translation in the Y direction, the third mode is
the torsion, and the ratio of the first mode to the third mode is 73%, which meets
less than 90% of the provisions [9]. In the first mode and the second mode, the
stress at the top of the structure is the largest, and in the third mode, the stress at
the corner of the structure is the largest.
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Table 2. Parameters and quality of the mode of vibration

Modal
number

TRAN-X TRAN-Y TRAN-Z

Quality (%) Total (%) Quality (%) Total (%) Quality (%) Total (%)

1 71.0445 71.0445 0.1332 0.1332 0.0001 0.0001

2 0.4741 71.5186 67.3234 67.4566 0 0.0001

3 1.7839 73.3025 3.652 71.1086 0.0001 0.0002

4 14.1655 87.4681 0.0082 71.1168 0.0001 0.0002

5 0.0255 87.4936 10.6149 81.7317 0.0025 0.0027

6 0.0097 87.5033 3.9686 85.7003 0.0006 0.0033

7 5.5002 93.0035 0.0007 85.7009 0.0001 0.0034

8 0.0019 93.0054 1.1037 86.8046 0.0011 0.0046

9 0.0029 93.0083 4.7371 91.5417 0.001 0.0055

10 2.6485 95.6568 0.0005 91.5423 0.0003 0.0058

11 0.0053 95.6621 0.0726 91.6148 0.0002 0.006

12 0.0002 95.6623 3.1349 94.7497 0.7585 0.7645

Table 1. Structural eigenvalue analysis

Modal number TRAN-X TRAN-Y TRAN-Z
1 97.2254 0.1823 0.0001
2 0.6695 95.0804 0
3 2.4784 5.0737 0.0001
4 99.1613 0.0576 0.0006
5 0.1744 72.5288 0.0169
6 0.0686 28.0642 0.0043
7 99.9584 0.012 0.0017
8 0.0324 18.711 0.0194
9 0.0513 82.8047 0.01690
10 99.5879 0.0203 0.0115
11 0.1452 1.9918 0.0053
12 0.0049 73.7291 17.8393

3. Results

3.1. Analysis of the displacement

Figure 1 shows the displacement of structure under the effects of Taft wave and E1
wave on frequent earthquakes, Fig. 2 then depicts the displacement of the structure
under the effects of the Taft wave and El wave on rare earthquakes

The results show that the average displacement of the whole structure is 14.15mm,
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Fig. 1. Displacement of structure under the effects of Taft wave (up) and EL wave
(bottom) on frequent earthquakes

which is in accordance with the specification. Comparing the floor displacement
map, we can see that although the structure is subjected to different seismic waves,
the response of the structure is similar. The structure is mainly composed of bending
deformation in 1–4 layers, shear deformation in 5–8 layers and bending deformation
in 9–ll layers [10]. Under different seismic waves, the displacements and deforma-
tions of the structures are different. The displacements of the EL waves are much
larger, which is determined by the structural dynamic characteristics and the spec-
tral characteristics of seismic waves. Overall, the overall deformation of the structure
shows bending and shearing state. Therefore, it can be deduced that the displace-
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Fig. 2. Displacement of structure under the effects of Taft wave (up) and EL wave
(bottom) on rare earthquakes

ment of frame-shear-wall structure under different seismic waves is different, but the
deformation is uniform.

3.2. Analysis of the structure energy

The input structure model of the Tianjin, Taft and EL waves under the rare
earthquake are taken to calculate the energy response of the above structure, at the
same time, the peak value of seismic wave acceleration was taken as 2209, and the
seismic response time was calculated as 20 s [11]. The analysis results of the total
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energy time history is respectively shown in Figs. 3 and 4.

Fig. 3. Time history of Taft wave energy

Fig. 4. Time history of EL wave energy

From the figure, we can see that although the seismic wave intensity and the
duration are the same, the energy response of the structure is also quite different.
The total energy basically increases and the shock increases. The time history curve
of the total energy increases continuously in the beginning, which corresponds to
the concentrated area of the seismic wave intensity.

From the comprehensive analysis of the effects of the frequent earthquake and



SEISMIC PERFORMANCE ANALYSIS 67

rare earthquake on the structure, it can be concluded that the deformation curve
of the whole structure under the action of multiple earthquakes is curved scissors
type. And the displacement of the top layer of the structure is relatively large,
because the mass and the rigidity setting is smaller. So the layout of the structure
cannot ignore the rational layout of the top structure [12]. Under the action of rare
earthquakes, the interlayer displacement value of the bottom layer of the structure
shows the maximum value, and it is most likely to yield first. Through comparison
and analysis of the wave energy, the following conclusions can be drawn: the total
energy input of the structure under the action of rare earthquakes increases with
oscillation, and the energy has a rapid growth section, which is usually located in the
concentration section of the seismic wave intensity. Because of the waveforms of the
seismic waves and the structure, the results of this paper show that although the peak
of acceleration and the duration of earthquake are the same, the energy response of
the structure is very different. Under the action of earthquake, the energy of the
input structure is finally balanced by damping energy dissipation and non-elastic
hysteretic energy dissipation. On the contrast of energy dissipation, the damping
energy dissipation of the structure is smaller than that of the non - elastic hysteretic
energy. Under the action of Taft wave and EL wave, the input energy and energy
dissipation of the earthquake will reach the maximum value quickly and will not
increase again in the later period, which reflects that the response of the structure
to earthquake is reduced, the strength and rigidity of the structure depredate, while
hysteresis loop area decreases.

4. Conclusion

Although this paper does not fully express the superiority of energy method and
there are still some deficiencies, from the overall view, the energy analysis results
are basically consistent with the actual situation of the project. And the results
obtained are similar with those of existing methods, which suggests that it has a
certain reference value. Energy based seismic design methods focus on the failure
modes of structure and control of energy dissipation mechanisms, so the seismic
performance of structures can be better understood as a whole. At the same time,
in that the cumulative damage effect of structure is taken into account, so it can make
necessary and reasonable supplement for the design of the structure bearing capacity
and that based on displacement. And it is proved to be currently comparatively
perfect seismic design method based on the performance. The reinforced concrete
frame structure system is a widely used structural system in practical engineering.
As a result, it is of great significance to study the seismic design of reinforced concrete
frame shear structures based on energy.
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Fault diagnosis methods of rotating
machinery based on mathematical

morphology

Jumei Zhang1

Abstract. To make a fault diagnosis of rotating machinery, it is necessary to use the Local
Characteristic-scale Decomposition (LCD) to remove the noise before the fractal method. The
major reason is that the fractal method is sensitive to mechanical noise. LCD and mathematical
morphology method are combined for the diagnosis of mechanical failure, and in this ways, more
accurate results can be obtained than that under the box dimensions. In addition, the morphological
fractal dimension is used to calculate the fractal dimension of the main component, and the degree
of discrimination of each state can be clearly depicted by curve description. And the results
showed that the fault state of rolling bearing can be effectively identified and fault diagnosis can
be realized. At last, it is concluded that the method based on LCD decomposition and morphology
fractal dimension can successfully do the fault diagnosis, which has great application value and
good prospect.

Key words. Mathematical morphology, rotating machinery, LCD, fault diagnosis.

1. Introduction

With the development of economic globalization and science and technology, peo-
ple had a higher request in the stable and efficient operation of the machinery and
equipment in industrial. More and more attention had been paid to the equipment
fault diagnosis technology. Rolling bearings are one of the most commonly compo-
nents used in mechanical equipment, but they are also particularly vulnerable to
damage, which is detrimental to the life of the entire system and normal produc-
tion. So, it is necessary to detect and diagnose the failure state of machinery and
equipment bearing.

In 1991, Koskinen extended the traditional mathematical morphology operator,
and proposed soft mathematical morphology. Soft mathematical morphology means
to replace the maximum and minimum operation in the traditional mathematical
morphology as weighted ordering statistics. Its structure elements include two parts:

1Weinan Normal University, Weinan, Shaanxi, 710000, China
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hardcore and soft boundary [1]. In 1990s, Sinha and other scholars introduced fuzzy
theory into traditional mathematical morphology, and put forward fuzzy mathemat-
ical morphology. It used membership function to achieve the operation between
structure operator and fuzzy images. As a result, compared with traditional mathe-
matical morphology, fuzzy mathematical morphology has stronger noise suppression
capability. At present, application of morphology based on single scale structure
element is widely studied. Zhang Lijun used generator signal for the filtering pro-
cessing, and then he applied morphology non-sampling wavelet for the rotor wave
processing and Shen Lu made use of morphology wavelet and morphology non-
sampling to make filtering processing of gearing and rolling, respectively [2]. All of
these studies laid a foundation for the further study of mathematical morphology.
Mechanical fault diagnosis is an actually signal processing. The fault signal is typi-
cally non-linearity and non-stationarity. The fractal dimension of the mathematical
morphology can effectively analyze and characterize the nonlinear behavior of the
fault signal. However, the measured bearing vibration signal often contains a lot of
system background noise. Because the mathematical morphology fractal dimension
is very sensitive to noise, so the measured signal must be denoised to get the ac-
curate fractal dimension, and the traditional linear filter is usually not competent
[3]. A new adaptive time-frequency analysis method—Local Characteristic-Scale
Decomposition (LCD) is proposed, which can decompose the vibration signal into
a single rotation component with physical meaning at instantaneous frequency. In
this paper, the LCD method is combined with the fractal dimension of the morphol-
ogy, and the vibration signal is decomposed by the LCD. The components of the
main characteristic frequency are used as the fault signals to be analyzed. The mor-
phological fractal dimension is used to calculate the fractal dimension of the main
component, and the degree of discrimination of each state can be clearly depicted
by curve description, which can effectively identify the fault state of rolling bearing
and realize the fault diagnosis of rolling bearing.

2. Materials and methods

2.1. Mathematical morphology

The basic idea of using mathematical morphology to measure the complexity of
the nonlinearity of vibration signals at different scales is that the results of covering
the one-dimensional vibration signals with planar setB in the process of dealing with
one-dimensional fault signals are regarded as one-dimensional structural elements g
to detect the signal, which is an equivalent method, in which the structural element
is the upper bound of the planar set B. Based on the above-mentioned idea, the
concrete method steps are as follows [4]: the one-dimensional discrete vibration
signal f (n) (n = 0, 1, · · · , N) , g (m) is the one-dimensional unit structure element
defined on G = {0, 1, 2, · · · ,M − 1}. One-dimensional morphology corrosion and
expansion are carried out to measured signal, and the scale ε = 0, 1, 2, · · · , εmax

represents the discrete scale range. The vibration signals are expanded and corroded
by one-dimensional discrete function as the unit structure element at each scale.



FAULT DIAGNOSIS METHODS 71

2.2. Analysis of simulation signal

In order to verify the effectiveness of fractal dimension estimation method based
on mathematical morphology, Weierstrass cosine function (WCF) is used as the
fractal signal, which is defined as [5]:

WH (t) =

∞∑
k=0

γ−kH cos
(
2πγkt

)
, (0 < H < 1) . (1)

In the formula, γ > 1. WCF is a continuous but not differentiable signal, and
the fractal dimension of WH is D = 2 − H in theory. The sampling frequency of
the simulation signal is 1024Hz, the number of sampling points is 2048, and the
parameters are set to γ = 5 and k = 20 [6–7]. Table 1 shows the WCF signals of
three different dimensions (D = 1.4, 1.6, 1.8).

At present, the Box-counting method is the most widely used signal estimation
method, but because the box dimension divides the grid regularly, there is a problem
that the fractal dimension estimation is inaccurate. However, the mathematical mor-
phology is not affected by these factors, and the calculation results are more accurate
[8]. Table 1 is the result of using box counting and fractal dimension estimation to
deal with the signal. From Table 1, it can be seen that the fractal dimension of
the box counting method is generally low, the error is larger than the mathematical
morphology, and the morphology is more accurate, and the computational efficiency
of mathematical morphology is higher than the box dimension.

Table 1. Fractal dimension estimation of WCF signal

Methods Actual value D = 1.4 D = 1.6 D = 1.8

Box-counting method Estimated value 1.3497 1.4997 1.6553

Relative error 3.59% 6.26% 8.04%
Morphological method Estimated value 1.4386 1.6200 1.8076

Relative error 1.97% 1.25% 0.42%

The WCF signal was morphologically covered with structural elements of sizes
32 and 64. Figure 1 shows the expansive corrosion results of W0.4 (t) at scales 32
and 64.

2.3. LCD decomposition method

LCD’s premise is that all the signals are regarded as to be composed of differ-
ent single-component ISC, and any two ISC components are independent of each
other. So that the signal x(t) can be decomposed into the sum of the independent
components, and these feature-scale components meet the following two conditions:

In the whole interval, the maximum value is positive, the minimum is negative,
and there is monotony between any two adjacent. In the whole interval, the extreme
point of the component is set to (τk, Xk), k = 1, 2, · · · ,M , M being the number of
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extreme points [9]. Therefore, the straight line

Fig. 1. Double logarithmic curve of W0.2 (t)

lk

{
y = Xk +

Xk+2 −Xk

τk+2 − τk
(t− τk)

}
is determined by any two adjacent extremums (maximum or minimum) (τk, Xk) and
(τk+2, Xk+2) in the data segment, the ratio of the value Ak+1 of this line in τk+1

and the function value at this point are unchanged, as shown in Fig. 2.

A2

X2
= · · · = A6

X6
= · · ·µ . (2)

Fig. 2. Conditions for the intrinsic scale component
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In the simulation signal, µ may not change, but in the actual signal, its value
must not be so stable, so it can be changed in a certain range of permission.

The general form is [10]:

aAk+1 + (1− a)Xk+1 = 0, a ∈ (0, 1) , (3)

Ak+1 = Xk +

(
τk+1 − τk
τk+2 − τk

)
(Xk+2 −Xk) . (4)

When a = 0.5, Ak+1 = −Xk+1.

3. Results

The following signals are used to investigate the decomposing effect of the LCD:

x (t) = x1 (t) + x2 (t) = [1 + 0.5 cos (20πt)] sin
(
200πt+ 200t2

)
+ sin (40πt) . (5)

The simulation signal is composed of an amplitude modulation and frequency
modulation signal and a sinusoidal signal.

From the decomposition results of the LCD, it can be seen that this method can
decompose the frequency components in the simulation signal very well. CISC3 has
a small fluctuation after processing the end effect by the extension method, and the
processing result is ideal. The results show that LCD is an effective and feasible
decomposition method.

In the case of adaptive time-frequency analysis, such as Empirical Mode Decom-
position (EMD) and Local Mean Decomposition (LMD), these methods only give
their components with the physical meaning [11]. The conditions that the intrinsic
mode function (IMF) component EMD definite by EMD or the PF component in
LMD need to meet are the sufficient conditions of instantaneous frequency with the
physical meaning, but not a necessary condition, that is, as long as certain conditions
are met, a single component signal can have physical significance. In addition, the
cubic spline function is used to deal with the end-effect in the EMD method, which
often has over-envelope, under-envelope phenomenon in the formation of the upper
and lower envelopes, and the mode aliasing is serious. However, the LMD method
has more end-effects than the EMD method, and the range of the LMD method is
small, but the LMD algorithm has its own limitations [12]. In the decomposition of
LMD algorithm, it uses the moving average algorithm to calculate the local mean
function and local envelope function, while the moving average algorithm is a cycle
of multiple iterations, so the calculation is very large. For these reasons, the compo-
nents defined by EMD and LMD often result in unreliable methods. Therefore, this
paper combines a new instantaneous frequency with physical meaning of the decom-
position method LCD with the morphology. Experiments show that this method is
effective.

The experimental data is from the bearing data of deep groove ball bearing
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fault whose bearing model is 6205-2RS JEM SKF in United States West Reserve
University [13]. The four failure types of the rolling bearing failure in normal test
platform, rolling element failure, inner ring failure and outer ring failure are used.

It can be seen from Fig. 3 that when the vibration signal is not denoised, the
fractal dimension of the rolling element fault has two sudden ups and down at the
position of sample 4 to 8, which cause the interference by overlapping with the curve
of the normal state and the inner fault state. The curve of fractal dimension overlap
twice in inner-circle fault and in the normal state, which makes the fault state
unrecognizable. As the LCD method can decompose the original signal from high
frequency to low frequency into several components, the high frequency component
is often the best to reflect the fault feature information [14]. Therefore, usually the
first component after the characteristic scale decomposition is calculated, and the
vibration state of each failure can be effectively discriminate. Figure 3 is the first
intrinsic component of the signal corresponding to Fig. 4.

Fig. 3. Morphology fractal dimension of bearing faults signal

From the decomposition results of the LCD, it can be seen that this method can
decompose the frequency components in the simulation signal very well, and the
CISC3’s fluctuation is small, and the processing result is ideal after dealing with
the endpoint effect by the extension method. The results show that LCD is an
effective and feasible decomposition method [15]. The first component is analyzed
and processed by mathematical morphology, and a signal fractal is obtained as shown
in Fig. 5. From the figure we can see that the fractal dimension is maximum in normal
state of the bearing. Because there is no significant impact from the outside world



FAULT DIAGNOSIS METHODS 75

Fig. 4. The first component of the signal of four bearing fault conditions: (a)–first
component of the rolling bearing inner ring, (b)–first component of the rolling
bearing outer ring, (c)–first component of the rolling element of rolling bearing,

(d)–first component of the normal state of rolling bearing
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in normal state, and it is similar to the random signals in probability distribution,
the randomness is equivalent to the instability in various states, which also coincides
with the definition of the dimension in the mathematical morphology. While the
inner ring fault and the rolling element failure are fault signals with obvious impact,
so their dimensions are relatively small, but there is not much difference between
the dimensions. While the impacts to the outer ring are relatively large, and the
features are relatively obvious, so the dimension is smaller than the other fault
types [16]. Although the fractal curves of the inner ring and the rolling element
has once intersected, this does not affect the accurate discrimination of them. The
fractal dimension of mathematical morphology based on LCD can distinguish the
four states better. The experimental results show the effectiveness and feasibility of
the method.

Fig. 5. The first CISC morphology fractal dimension of bearing fault signals

4. Conclusion

In this paper, a fault diagnosis method of rolling bearing based local feature scale
decomposition and fractal dimension is studied. The simulation results showed that
the mathematical morphology has better accuracy and computational efficiency than
the box dimension. The LCD method can separate the fault signal characteristic
component from the background noise or other interference signal to improve the
accuracy of the fault identification. After the fault signal is decomposed by the LCD
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method, the ISC component of the characteristic fault signal is obtained. The fractal
dimension of each ISC component is calculated and used as the characteristic pa-
rameter to judge the state. At last, the normal bearing, rolling element failure, inner
ring fault and outer ring fault are analyzed. The results show that the method based
on LCD decomposition and morphology fractal dimension can effectively realize the
diagnosis of rolling bearing fault state.
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Design and application of computer
network system integration based on

network topology

Shuna Zhou1

Abstract. To explore the computer network system that covers more and more areas, in-
cluding the management of network, system, operating environment and other aspects, reasonable
layout and unified planning to the network are carried out in relatively complex computer network
system engineering. What’s more, the network center, the open network room, the network man-
agement running system and the network security system based on the topology are also designed.
In addition, the algorithm implementation is carried out to the topology construction process. In
the design, the internal network topology is determined according to the actual internal distribution
of the buildings in campus, and the basic engineering design is divided into work areas, buildings,
trunk and management, and the NFCT algorithm operation and realization is carried out in the
process of the topology construction. The results showed that the reliability and accuracy of the
network system is realized through the final verification and analysis of the results. In a word, the
computer network system integration based on network topology has good performances and it can
be applied in computer related fields.

Key words. Network topology, computer network, system integration.

1. Introduction

Computer network is the foundation and core of promoting informatization, digi-
talization and globalization, because computer network system is an open and digital
integrated information system. All kinds of application system based on computer
network, through the comprehensive collection, storage, transmission, processing
and utilization of the digital information, linked all kinds of social factors closely.
As a result, the computer network has become the most important infrastructure in
information society [1]. With the development of economy and the implementation
of the strategy of invigorating the country through science and education, the con-
struction of computer network has gradually become the basic construction project
of many fields, and has become an important symbol to measure the informatization

1Manzhouli Branch of Inner Mongolia University, Inner Mongolia Manzhouli 021400, China
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and modernization.The computer network construction project is the basic condi-
tion to realize the overall quality education and the cultivation of creative talents.
Through the implementation of the computer network project, it not only can the
network platform, but more importantly, it will be beneficial for the sharing and
cooperation of educational resources, and it is conducive to realize modern distance
education. The construction of computer network is a fundamental way to realize
the educational informatization. Rich and colorful, healthy and clean computer net-
work culture will become the new way to cultivate way of thinking, moral quality,
and creative ability [2]. In addition, it becomes a new platform for all students, to
cultivate all-round developed high-quality personnel.

Computer networking construction is the foundation and core of promoting in-
formatization, digitization and globalization. The design of computer network in-
tegration based on network topology collects, stores, transmits, processes and uti-
lizes various types of information through network topology to closely link with the
various components and interconnect various devices through transmission media.
Computer network system covers the management of operation environment, equip-
ment and other aspects, is a synthesis of variety technologies such as information,
management science, computer and network technology, and is a relatively complex
systems engineering.

With the development of the economy and the implementation of the national
strategy of rejuvenating the country through science and education, the university
network construction has gradually become the basic construction project of the
school, and become an important symbol of measuring the informatization and mod-
ernization of education [3]. In this paper, the design and application of computer
network system integration architecture is mainly from the network topology, and
the interconnection design based on the topology technology is taken the university
computer network as the object. The campus network has the characteristics of large
number of computers, rich network application, complex topology and high band-
width requirement. The rational distribution of topology design is carried out to the
university computer network will help solve the network bottleneck and congestion,
further strengthen the reliability and accuracy of the integrated system.

2. Summary of network topology and system integration
development

The computer connective way is called the network topology. Network topology
is the physical layout that uses transmission media to interconnect with various de-
vices, especially the location of the computer distribution and how the cable through
them. Classification of network topology: network topology can be divided into two
categories according to the communication channel of the communication subnet,
which are the topology of the broadcast communication channel subnet and the
topology of the point-to-point communication subnet [4]. The basic topological
structure of the broadcast communication channel subnet main has bus shape, tree
shape, ring shape, wireless communication and satellite communication. The basic
topological structure of point-to-point communication subnets are star shape, ring
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shape, tree shape and mesh shape.
The topological structure of the network is divided into logical topological and

physical topological structure. Bus topology is a topology based on multi-point con-
nections, and all devices connect to a common transmission medium. Star topology
puts a central computer in the center, each arm of the endpoint is placed one, all the
data packages and messages through the central computer to communicate, and each
has only one connection except the central machine. This structure requires a large
number of the cable, and star topology can be seen as a layer of the tree structure
that does not require multi-layer access contention. Star topology is more common
in the network cabling [5]. Daisy-chain topology is similar to a ring topology, but
with a pair of breakpoints in the middle. Several topologies can be mixed and star
topology is more common in campus network planning.

With the rapidly development of the computer technology, the computer network
system integration gradually developed. The development of computer network sys-
tem integration technology is divided into three stages, namely, single integration
technology, distributed integration technology and information integration technol-
ogy. In order to ensure that the designed target of the network integration system is
completed on time with high quality, the certain steps should be followed. The steps
of the network system integration design mainly are network size, network topology
structure, network protocols, equipment instruction, IP address planning, network
security design and so on. In the actual operation, some procedures according to
the actual situation, if necessary, can be omitted as appropriate. In real life, com-
puter network integration technology has a lot of applications. Due to the rapidly
development of computer network integration technology, many industries have the
intersection with it, the computer network integration technology can effectively
improve the security and reliability of the data.

3. Materials and methods

3.1. Overall scheme design of universities network

Because the campus network have a higher stability requirement on the network,
it is necessary to use dual-core in the topology design to do two unit standby and
double exports. This not only avoids the possibility of failure in a certain extent, but
also makes users shunt, achieving load balancing. Campus network set up the core
switchboard to interconnection with the help of the link, and the Gigabit fiber-optic
link is adopted between all convergence switches and core switches [6]. When the
two core switches can work properly, they share all the communication data of the
inter-changer to achieve the load balancing of network access. When one of the core
equipment is failure, other core equipment quickly assumes all the tasks.

The export route is planed according to the actual management mode, you can
select an export device, according to the site that the user clicks to determine the user
uses the education network or telecommunications or Netcom, etc., so that achieving
the unified management to the users, as well as the control to the networked com-
puter [7–8]. It can greatly improve the network security for management personnel.
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Link redundancy is mainly for the communication lines between the core switches
and aggregation interchanger; so that each aggregation interchanger can connect
with two core switches with fiber-optic to ensure the stability of the network.

Fig. 1. System interconnection model

3.2. Development scheme design

The main functions of the university network include providing the basic network
service function, providing the office automation of each management institution in
the school, providing the interconnection with the other application system through
the WAN interface. The design principle is set according to the specific environ-
ment. In the initial period of network construction, the access control is the key,
and the system construction uses star topology to make the backbone of the network
server to provide better maintenance and optimization of network service manage-
ment with Gigabit Ethernet technology [9]. In the network system construction,
the long-distance teaching and the multimedia application are supported, and the
authentication charge management platform and the firewall are also supported. In
the latter part of the network, the global security and the deep security are the focus,
and the actual location of the building determine that the admissions room server
and the client can not be directly connected with the core device. In doing isolation,
it is enough to shield the others. The admissions room access is allowed to visit the



DESIGN AND APPLICATION OF COMPUTER NETWORK 83

college internal resources. Export, trainees’ general topology general firewall and
core routing can ensure the reliability and stability of the network operation [10].

Fig. 2. General topology structure

3.3. Algorithm design

In the life cycle of the topology network, it can be divided into three phase
according to the fault-tolerant clustering topology control algorithm (NFCT): cluster
topology construction, fault detection and topology maintenance. In the phase of
cluster topology construction, clustering and cluster head election mechanism are
used to establish the cluster topology structure [11]. The topology fault detection
phase is completed by the cluster construction in the network, and starts to execute
the task and collects the information, also known as the running phase. At this
phase, the fault detection mechanism is used to determine whether the cluster is
faulty or not. If a fault occurs, the topology maintenance process is triggered. In
the maintenance phase, it processes the faulty nodes or judges whether the cluster
heads are still suitable as cluster heads or not. Once they are not suitable for cluster
heads, the backup cluster heads are transformed into cluster heads to avoid affecting
the operation of the cluster or even the stability of the entire network. In order to
better describe the algorithm, the relevant definitions are introduced:

Cluster information: Chf. This is the association information that the node
selects cluster head, which includes the cluster head ID, the cluster parameter cp of
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the cluster head, and the residual energy resE of the cluster head [12].
The list of neighbors in the cluster: CnList. It is a list of neighbor nodes within

the same cluster except the cluster head. Each entry in the list includes the neigh-
bor’s ID, clustering parameters, and residual energy.

Members of the cluster list: CmList. It is list of all members of the cluster head.
Each entry in the list includes the member ID, clustering parameters, and residual
energy.

The NFCT algorithm uses a local maintenance mechanism that combines the
energy triggering with the fault triggering. The NFCT triggers the topology main-
tenance process when a network fault occurs. Then, the difference between the
residual energy of the cluster head and the average energy in the cluster is calcu-
lated, when the energy difference is less than zero, the topology maintenance process
is triggered.

The cluster head neighbor graph is composed of the cluster head u and its cluster
members vi, i = 1, 2, · · · , k, expressed as

Vc ∈ {vi ∈ CMu ∪ u}, vi ∈ Nu, Ec = {(vi, u)| vi ∈ CMListu} . (1)

Here, CMu is the head of cluster message, Nu is the collection of node’s neighbors.
Symbol Ec denotes the energy cost, and CMListu is the head of cluster member list.

The sum of the residual energy, including the cluster-head u and all its member
nodes vi, i = 1, 2, · · · , k in the neighborhood graph Gc(Vc, Ec) of the cluster head u
is called the total residual energy of the cluster head u neighbor graph

Sumc(u) =

k∑
i=1

Eres(vi) + Eres(u) . (2)

Here, Eres(vi) represents the residual energy of the cluster members nodes vi and
Eres(u) represents the residual energy of the cluster head u, k being the number of
member nodes in the cluster [13].

The ratio of the sum of the residual energy of the cluster head u and all its
member nodes vi, i = 1, 2, · · · , k and the residual energy of the cluster head u in
the neighbor graph Gc(Vc, Ec) of the cluster head u and the sum of these nodes is
the average residual energy of the cluster-u neighbor graph, expressed as

Averc(u) =
1

k + 1

(
k∑

i=1

Eres(vi) + Eres(u)

)
. (3)

The topology maintenance process is carried out in the neighborhood of any clus-
ter head u in the network, only needs the local information of the cluster node, not
the network’s global information and location information. The local information
can be obtained through the normal communication "incidentally", reducing the
communication overhead [14]. In the maintenance phase of the algorithm, a trigger
mechanism combining fault and energy is used to trigger the local topology mainte-
nance in the neighbor graph of the cluster head when the network node fails or the
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residual energy of the cluster head is lower than the average energy in the cluster, so
the algorithm is applicable to topology control of energy-sensitive large-scale wireless
sensor networks.

4. Results

In order to verify the validity of the NFCT algorithm, the NFCT algorithm
is compared with the typical backup mechanism algorithm P-CDS, FTCB and k-
connected algorithm CBCC (k = 2). The simulation testing is carried out in the
three methods from the cluster head size, cluster head node reliability, energy con-
sumption, communication traffic, and network life cycle. In order to make the sim-
ulation results closer to the real wireless environment, and compare with other al-
gorithms in the same environment, in addition to assumptions, the environmental
simulation parameters items is set out which is shown in Table 1 to standardize the
experimental environment, including network conditions, nodes attribute conditions,
packet size and energy consumption and other related settings.

Table 1. Simulation parameters table

Parameter Value

Network size 500×500m2

Number of nodes 50–400
Aggregation node position (0, 0)

Primary energy 1 J

Eelec (Electric energy consumption in info processing) 50 nJ/bit

ξfs (Energy loss on forward) 10 pJ/bit/m2

ξmp (Energy loss on cluster switch) 0.0013 pJ/bit/m2

EDA (Energy loss on delay) 5 nJ/bit

Transmission range R 100m

The size of the backbone nodes not only affects the energy consumption of the
network but also the communication efficiency of the network. Therefore, the back-
bone node is measured by the ratio of the backbone node to the total number of
nodes in the network. In addition, the NFCT algorithm and P-CDS, FTCB algo-
rithm through the backup mechanism to tolerate the network fault, so the nodes
number of the two algorithms in network is also tested. The results are shown in
Figs. 3 and 4.

It can be seen from Fig. 3 that the connected CBCC algorithm has more back-
bone nodes than the NFCT and P-CDS algorithm, because each backbone node is
equipped with redundant nodes to construct the backbone network, which results
in more nodes carrying backbone tasks. In addition, it can be seen from the figure,
NFCT algorithm has smaller backbone nodes and backup nodes than FTCB and
P-CDS, so it can improve the network’s energy utilization efficiency.
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Fig. 3. Comparison of backbone nodes in network

Fig. 4. Comparison of the backbone node and the backup node in the network

The simulation results of the typical algorithms k-connected FC-CBCC algorithm
(k = 2) and the P-CDS and FCTB algorithms based on the backup mechanism in the
fault-tolerant topology control algorithm show that the NFCT algorithm has much
smaller backbone nodes, higher communication traffic and higher backbone node
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reliability than the other three algorithms, and it can be applied to the traditional,
which can effectively extend the life cycle of the university computer network to
ensure the stability and accuracy of the network topology structure and integration
system [6].

In the design and application of system integration based on the network topol-
ogy, the rational distribution and unified planning are carried out in the network,
and the fault-tolerant design is considered at each stage of the NFCT algorithm.
Firstly, in the cluster phase, the cluster head backup mechanism is used to enhance
the fault-tolerant ability of clusters and improve the stability of cluster operation.
Secondly, in the process of network operation, a lightweight fault detection mecha-
nism is adopted to detect the failure of the cluster heads and members in the network
in real time. Once the faults are detected, the failure nodes are processed to further
improve the network fault tolerance. Finally, a topology maintenance mechanism is
used to monitor the residual energy of the cluster head node in real time. When the
residual energy is lower than the average residual energy value in the cluster, the
backup cluster head becomes cluster head to maintain the stable operation of the
network and improve the network fault tolerance.

5. Conclusion

The computer network system integration based on the network topology can
carry out the rational distribution and unified planning to the network in relative
complex computer network system engineering. Taking the university computer
network as an example, we design and apply the university network integration
system of the backbone network, the network center, the open network room, the
network management running system and the network security system based on the
topology. In the design, the internal network topology is determined according to
the actual internal distribution of the buildings in campus, and the basic engineering
design is divided into work areas, buildings, trunk and management, and the NFCT
algorithm operation and realization is carried out in the process of the topology
construction. The reliability and accuracy of the network system is realized through
the final verification and analysis of the results.
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Evaluation of transformer insulation
condition based on cloud matter

element model

Rongsheng Liu1, Minfang Peng1, 4, Xun Wan2,
Haiyan Zhang1, Wei Zhou3

Abstract. The purpose of this paper is to study the insulation state of transformer. Insulation
system is an important part of the transformer, and it is the basic condition for the normal operation
and operation of the transformer. The insulation condition assessment of transformer is of great
significance to guide the condition based maintenance of the transformer, to enhance the life cycle
management and to save the cost of operation. Based on the cloud matter element theory, a
method for evaluating the insulation state of transformers is proposed. The results show that the
transformer insulation state evaluation model can effectively integrate various state parameters, and
accurately assess the insulation state of the transformer each insulation parts and the whole part.
Based on the above findings, we conclude that the model is suitable for evaluating the insulation
state of transformers.

Key words. Transformer, insulation state, cloud model, matter element theory.

1. Introduction

Power transformer is the core of energy-conversion and transmission in the grid
network, it is one of the most important equipment in power system, and it is in
a pivotal position in power system. Its running state directly affects the security
and reliability of the whole power system. For a long time, the maintenance of
transformer in China adopts the planned maintenance mode, but planning mainte-
nance has serious limitations and defects, which may lead to "maintenance excesses"
and "lack of maintenance", causing the equipment effective time utilization loss and
waste of manpower, financial and material resources, and adding new risks. In re-
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cent years, with the gradual improvement of unit condition monitoring technology,
the maintenance mode of transformer has changed from planned maintenance to
predictive maintenance (condition maintenance) based on condition monitoring. It
is to make use of life characteristics of some important parts of the transformer,
through the advanced detection means for data acquisition, to compare and analyze
the transformer operation history and the operation conditions of the same type of
transformer, to evaluate the current operation state of transformers, and to predict
its development trend.

A large number of data show that the main reason for the failure of equipment is
the deterioration of its insulation performance, and most of the failure of electrical
equipment are insulation failure. In consequence, the transformer insulation system
is the basic condition for the normal operation and operation of the transformer.
Evaluate the transformer insulation system condition, determine the insulation state
of the insulation oil, solid insulation and insulation casing and other components.
It not only provides theoretical support and reference data for the life prediction of
the transformer, and provide scientific basis for effectively realizing the transformer
condition maintenance, making reasonable operation, protection, and updating plan.
As a result, it has important academic value and practical significance to study the
insulation condition assessment of the transformer.

2. State of the art

The cloud model is, based on probability theory and fuzzy set theory these two
theories mutually penetrating, by constructing a specific algorithm, to form the
transformation model between qualitative concept and quantitative representation,
and to reveal the internal relationship between the randomness and the fuzziness.

Let U be set to the quantitative domain composed of accurate numerical values,
and A is a qualitative concept on U . For an arbitrary element x on U , there is a
random number µ(x) ∈ [0, 1] with a stable tendency, which is called the membership
of X for A, and the distribution of membership in the domain is referred to as the
cloud. Each x is called a cloud.

The numerical characteristics of the cloud are represented by using three val-
ues, respectively, the expectation (Ex), the entropy (En) and the hyper entropy
(He). The expectation indicates the expectation of the domain spatial distribution
of droplet, referring to the value that can most represent the qualitative concept in
the domain space, which reflects the gravity position of the cloud [1]. The cloud at
this position 100% belongs to the qualitative concept. Entropy is a measure of the
uncertainty of the qualitative concept. In general, the larger the entropy, the vaguer
the concept, and the more difficult it is to quantify the concept. The hyper entropy
is the entropy of entropy, and it is the uncertainty measure of entropy [2]. It reflects
the degree of coherence of all points in the domain space, namely the condensation
degree of cloud droplets, the greater the hyper entropy, the greater the randomness
of each cloud membership, and the greater the thickness of the cloud.

Cloud generation algorithm is called cloud generator, which establishes the map-
ping relationship of qualitative and quantitative inter-connection, inter-dependence,
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and inter-transformation. Cloud generator, according to the calculation direction,
can be divided into positive direction cloud generator and reverse cloud genera-
tor; according to the different dimensions of the cloud, it can be divided into one-
dimension cloud generator and two-dimension cloud generator. The clouds involved
in this paper are one-dimension clouds. Normal cloud generator is the most ba-
sic cloud generator, with universal applicability. The following will focus on the
generation rules and related algorithms of normal cloud.

Positive normal cloud generator is a mapping from qualitative to quantitative,
achieving the scope and distribution regular of quantitative data obtained from
qualitative information expressed by the language value, which is a forward and
direct process, as shown in Fig. 1.

Fig. 1. One-dimensional positive cloud generator

For the one-dimension normal cloud, three digital characteristics (Ex, En, He) of
cloud are given, and the generated required cloud drop(xi, µi) algorithm is shown in
Fig. 2.

Fig. 2. Algorithm flow of one-dimensional normal positive cloud generating droplet

Reverse normal cloud generator effectively converts a certain number of accurate
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numerical to the qualitative concept represented by digital features (Ex, En, He),
which is a reverse and indirect process, as shown in Fig. 3.

Fig. 3. One-dimensional reverse cloud generator

Reverse normal cloud generator algorithm is based on the principle of statistics,
including using the membership information and not using the membership infor-
mation these two basic algorithms, and the reverse cloud generator by using the
membership information is shown in Fig. 4.

Fig. 4. Algorithm flow of reverse cloud generator by using membership information

For a given thing, represented by the name N , N has the characteristics of c,
and its value is v [3]. The names, characteristics and values of things are orderly
combined to form R = (N, c, v) as a basic element to describe things, referred to as
matter element.
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If the matter N has n features c1, c2, . . . , cn, then, using these characteristics and
corresponding values of v1, v2, . . . , vn, the description of thing N can be expressed
as

R =


N, c1, v1

c2 v2
· · · · · ·
cn vn

 =


N, c1 c1(N)

c2 c2(N)
· · · · · ·
cn cn(N)

 . (1)

Here, R is called a multidimensional matter element, in whichRi = (N, ci, vi), (i =
1, 2, ..., n) is called the sub matter element of R.

3. Methodology

3.1. Establishment of evaluation index system of trans-
former insulation

Transformer insulation system is a system composed of insulating oil and solid
insulation. There is no standard index system used to evaluate the insulation con-
dition of the transformer [4]. In this paper, according to the different classifications
and compositions of insulation, the index hierarchy evaluation system is established,
as shown in Table 1.

3.2. Determination of index weight

In the evaluation process, the weight is an objective reflection of the index status
and subjective measurement of relative importance of each index. According to the
advantages of cloud model in expressing the fuzziness and randomness of natural
language, this paper introduces the cloud model into the traditional analytic hier-
archy process, and improves the analytic hierarchy process to make the evaluation
result more objective.

In the improved analytic hierarchy process, the scale of the element importance is
represented by the following 9 cloud models: C1(Ex1, En1, He1), C2(Ex2, En2, He2),
C3(Ex3, En3, He3), C4(Ex4, En4, He4), C5(Ex5, En5, He5), C6(Ex6, En6, He6),
C7(Ex7, En7, He7), C8(Ex8, En8, He8), C9(Ex9, En9, He9). Among them, the ex-
pectations Ex1 to Ex9 were 1 to 9. For the cloud model of each scale, use the
following assumptions: since that the meaning that 1, 3, 5, 7, and 9 these 5 grades
express is relatively clear, expert’s judgment about them is relatively clear[5]. While
the judgment for other language value is relatively vague, so the cloud model used
will not be the same. According to the principle of the golden section method, the
entropy and the entropy of each cloud model are obtained in the form

En1 = En3 = En5 = En7 = En9 = 0.382(χmax − χmin)α/6 = 0.437 , (2)

En2 = En4 = En6 = En8 = En1/0.618 = 0.707 , (3)
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Table 1. Index hierarchy evaluation system

Insulation
state of
transformer X

Item layer Sub item layer Index layer

Oil insulation
state X1

Oil chromatographic
analysis X11

H2 content X111

C2H2 content X112

Total hydrocarbon
content X113

Oil test X12

Micro water X121

Acid value X122

Breakdown voltage
X123

Oil dielectric loss
value X124

Solid
insulation
state X2

Aging index X21
CO+CO2 content
X211

Furfural X212

Polymerization de-
gree X213

Insulation test X22

Insulation resis-
tance X221

Absorption ratio
X222

Winding leakage
current X223

Dielectric loss factor
X224

Casing
insulation
state X3

Casing oil
chromatographic
analysis X31

H2 content

CH2 content X312

C2H total content
X313

Casing electrical test
X32

Capacitance X321

Dielectric loss X322

Main screen insu-
lation resistance
X323

End shield to
ground insulation
resistance X324

He1 = He3 = He5 = He7 = He9 = 0.382(χmax − χmin)β/3 = 0.073 , (4)
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He2 = He4 = He6 = He8 = He1/0.618 = 0.118 . (5)

According to the characteristic number of each cloud model, the cloud model
of each scale grade can be obtained by using the generating algorithm of forward
normal cloud.

The analytical hierarchy process method based on cloud model scale judgment
matrix starts from its determination. The judgment matrix of the comparison of the
elements importance in a certain layer after the aggregation of the experts group is
as follows: 

c11 c12 · · · c1n
c21 c22 · · · c2n
...

...
...

...
cn1 cn2 · · · cnn

 =

=


C11(Ex11, En11, He11) C12(Ex12, En12, He12) · · · C1n

C21(Ex21, En21, He21) C22(Ex22, En22, He22) · · · C2n

...
...

...
...

Cn1(Exn1, Enn1, Hen1) Cn2(Exn2, Enn2, Hen2 · · · Cnn

 . (6)

In the above equation, the entropy and hyperentropy of diagonal elements of
the cloud model is equal to 0, that is, Cii(Exii, Enii, Heii) = C(1, 0, 0), element
cij represents the importance degree of element i relative to element j, and for its
reciprocal cji, it is obtained by cloud reciprocal computing method [7].

After obtaining the judgment matrix, according to the multiplication operation of
the cloud model, the relative weightsWi(Exi, Eni, Hei) of the expectation, fuzziness
and randomness of elements in the matrix are obtained.

After getting the weights of each index element, it is necessary to carry out
consistency validation of the expectation. When it meetsCR = CI

RI < 0.1, through
consistency validation, CI = λmax−n

n−1 , RI corresponding random consistency index
can be acquired from the table.

According to the different reflections of each item layer and index on the insu-
lation state and performance of transformer, make use of the improved hierarchical
analysis method based on cloud model to determine the weight of each factor. The
specific method is: invite 5 industry or technical personnel, according to the com-
parison angle, compare the element of the target layer, that under the same item
layer, and the index importance, and build the original A − U judgment matrix.
This paper takes the oil test sub project level as an example, the A − U judgment
matrix of 5 experts is:

W (1) =


1 2 1/3 1/2
1/2 1 1/4 1/3
3 4 1 2
2 3 1/2 1

 , W (2) =


1 1 1/3 1/2
1 1 1/3 1/2
3 3 1 2
2 2 1/2 1

 ,
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W (3) =


1 1 1/4 1/2
1 1 1/3 1/2
4 3 1 3
2 2 1/3 1

 , W (4) =


1 1 1/3 1
1 1 1/3 1/3
3 3 1 2
1 3 1/2 1

 ,

W (5) =


1 2 1/3 1/2
1/2 1 1/3 1/3
3 3 1 1
2 3 1 1

 .
For each judgment matrix, the element importance scale is represented by the

cloud model, and the judgment matrix of the element importance by the experts is
obtained, in which the judgment matrix of expert 1 is shown as follows [8]:

W (1) =


(1, 0, 0) (2, 0.707, 0.118) (1/3, 0.049, 0.008) (1/2, 0.177, 0.030)

(1/2, 0.177, 0.030) (1, 0, 0) (1/4, 0.442, 0.007) (1/3, 0.049, 0.008)
(3, 0.437, 0.073) (4, 0.707, 0.118) (1, 0, 0) (2, 0.707, 0.118)
(2, 0.707, 0.118) (3, 0.437, 0.073) (1/2, 0.177, 0.030 (1, 0, 0)

 .

After getting the expert’s cloud model judgment matrix, the clouds in the same
position are assembled by using the group decision method, and the comprehensive
judgment matrix of the 5 experts is obtained [9]:

W =


(1, 0, 0) (1.391, 0.563, 0.094) (0.320, 0.048, 0.008) (0.571, 0.209, 0.034)

(0.718, 0.291, 0.049) (1, 0, 0) (0.327, 0.484, 0.008) (0.356, 0.062, 0.010)
(3.125, 0.470, 0.079) (3.063, 0.454, 0.076) (1, 0, 0) (1.371, 0.547, 0.088)
(1.750, 0.640, 0.104) (2.813, 0.488, 0.079) (0.730, 0.291, 0.047) (1, 0, 0)


The index weight of the sub item of oil test is [10]

W 0 = [(0.157, 0.161, 0.162), (0.119, 0.116, 0.117), (0.420, 0.409, 0.409), (0.304, 0.313, 0.313)] .

And then it is necessary to carry out the consistency test of the expectation, as
shown in Table 2.

Table 2. Consistency validation results

Name λmax CI RI CR

Value 4.0167 0.0056 0.9 0.0062

From Table 2, we can see that the test result is CR = 0.0062 < 0.1, which meets
the requirement of consistency. By using the method mentioned above, carry out
weight calculation of other indexes in the index system and the item layer, and the
index weight distribution is shown in Table 3.



EVALUATION OF TRANSFORMER INSULATION 97

Table 3. The weights distribution chart of each index

Transformer
insula-
tion
condition

Item layer Weights Sub item
layer

Weights Index layer Weights

Transformer
oil insu-
lation
state

0.301

Oil chro-
matographic
analysis

0.364
H2 0.188

C2H2 0.392

Total hydro-
carbon

0.420

Oil test 0.636
Micro water 0.157

Acid value 0.119

Breakdown
voltage

0.420

Oil dielectric
loss

0.304

Solid in-
sulation
state

0.563

Aging index 0.485
Furfural 0.360

Polymerization
degree

0.538

CO+CO2

content
0.103

Insulation
test

0.515
Insulation re-
sistance

0.139

Absorption
ratio

0.170

Winding
leakage cur-
rent

0.254

Dielectric loss
factor

0.436

Casing
insula-
tion
state

0.136

Casing oil
chromato-
graphic
analysis

0.381
H2 0.250

CH4 0.222

C2H total
content

0.528

Casing
electrical test

0.619
Capacitance 0.419

Dielectric loss 0.297

Main screen
insulation
resistance

0.154

End shield
to ground
insulation
resistance

0.130
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4. Result analysis and discussion

4.1. Steps for evaluation of transformer insulation state
based on the cloud matter element model

The insulation condition of power transformer is comprehensively reflected by
all the indexes in the index system, and different indicators tend to have different
magnitude and dimension, cannot adopt a uniform measurement standard for the
analysis of all indexes. Therefore, before the evaluation, each characteristic state
should be quantified [11]. This paper uses the relative deterioration degree to mea-
sure the insulation status degree of deterioration, the range of degree of deterioration
of [0, 1], with 0 suggesting insulation in good condition, 1 indicating the insulation
in the fault state. The greater the value, the more serious the deterioration.

In this paper, with reference to "Oil immersed transformers (reactors) state as-
sessment guide", considering the state development trend of the transformer, the
transformer insulation condition is divided into excellent, good, general, attention,
and serious these five state levels, and the deterioration degree of each index partition
on the state level is shown in Table 4.

Table 4. Level division of transformer insulation state

Deterioration degree range 0–0.15 0.15–0.35 0.35–0.6 0.6–0.8 0.8–1

State levels Excellent Good General Attention Serious

The specific steps for evaluating the insulation of the transformer are shown in
Fig. 5.

Fig. 5. Specific steps for transformer insulation state evaluation

4.2. Case analysis

Tested was a 240MVA, 220 kV transformer, model for SFPSZ1-240000/220, in
2014 and 2015. Some parts of the number of preventive test values after its building
are as shown in Table 5 [12]. The two spectrum tracking data in 2015 are shown in
Table 6.

Using the above information, the concrete steps for evaluating the insulation
condition of the transformer are as follows: According to the transformer insulation
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condition assessment system established in the previous paper, the condition index
of each sub item layer constitutes the element to be evaluated [13].

Table 5. Prediction test data

Test items 2014 2015
Absorption ratio 1.48 1.28

Winding leakage current change 23.1 122.7

Winding dielectric loss 0.275% 0.59%

Capacitive casing dielectric loss 0.57% 0.72%

Capacitance casing -1.2% -1.4%

Water content in oil 16mg/l 21mg /l

Oil dielectric loss 1.57% 2.41%
Oil breakdown voltage 52 kV 48 kV

Furfural content in oil 0.27mg/l 0.32mg/l

Table 6. Oil chromatographic data

Test date CO CO2 H2 CH4 C2H2 C2H4 C2H6 Total
hydro-
carbon

2015.5.25 30.6 310 64 7.7 1.1 1.0 2.5 21.3

2015.8.02 197 2481 92.1 28 3.2 73.6 9.1 113.9

Using the above information, the concrete steps for evaluating the insulation
condition of the transformer are as follows:

According to the transformer insulation condition assessment system established
in the previous paper, the condition index of each sub item layer constitutes the
element to be evaluated [13]:

Oil chromatographic analysis of matter element MX11:

RMX11
=

 MX11 cX111 0.518
cX112 0.64
cX113 0.722

 .
Oil chemical test matter element MX12:

RMX12
=

 MX12 cX121 0.6
cX122 0.675
cX124 0.47

 .
Aging index matter element MX21:

RMX21
=

[
MX21 cX211 0.812
cX212 0.8

]
.
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Insulation test matter element MX22:

RMX22
=

 MX22 cX222 1
cX223 1
cX224 0.738

 .
Casing electrical test matter element MX32:

RMX32
=

[
MX32 cX321 0.68
cX322 0.9

]
.

The weights of each index are determined according to the index weights intro-
duced in the previous paper, and the results are shown in Table 7.

Table 7. Weights of each index

Indexes Objective indexes Indexes Objective indexes

X 0.301, 0.563, 0.136 X12 0.292, 0.383, 0.325

X1 0.364, 0.636 X21 0.376, 0.625

X2 0.485, 0.515 X22 0.163, 0.406, 0.430

X11 0.161, 0.345, 0.493 X31 0.529, 0.471

The evaluation results show that the insulation index of the transformer is in the
"attention" state, the deterioration trend is obvious, especially the winding insula-
tion absorption ratio and leakage current exceed the value of attention. In the face
of various insulation parts of the transformer, the insulation oil is in the "attention"
state, solid insulation and casing insulation are in the "serious" state [14]. On the
whole, the transformer insulation is in the "attention" state, close to the "serious"
state, the aging phenomenon is more serious, and the possibility of failure is high,
supposed to strengthen the monitoring of the transformer, to pay close attention to
the development of insulation condition, to arrange the repair as soon as possible,
and to timely process insulating oil degassing and filtration.

In 2015, after 1 month of test running, we examined the transformer. We found
that the casing cap did not seal the tank completely. Thus the insulation part of
the transformer was damp. The insulation oil was dissolved with large amount of
air. The above description fit the evaluation model built in the study.

5. Conclusion

Insulation system is an important part of the transformer, and it is the basic
condition for the normal operation and operation of the transformer. The insulation
condition assessment of transformer is of great significance to guide the condition
based maintenance of the transformer, to enhance the life cycle management and
to save the cost of operation. According to the composition and characteristics
of transformer insulation system, a state evaluation model based on cloud matter
element theory is established. The evaluation results show that the transformer
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insulation index is in a dangerous state, and the trend of deterioration is obvious.
In particular, the insulation absorption rate and leakage current of windings are
more than the attention value. On the whole, the insulation aging of transformer
is more serious, and the possibility of failure is very high. The government should
strengthen the monitoring of transformers, pay close attention to the development of
insulation status, arrange maintenance as soon as possible, and timely deal with the
degassing and filtration of insulating oil. After a month’s pilot work on transformer
maintenance, we found that the lid was not sealed, causing insulation to damp. The
insulation of the transformer is seriously degraded. It is consistent with the model
evaluation conclusion. As a result, the model is proved to be correct and reliable
according to the analysis of the case.
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Simulation study on automotive EMB
system based on self-tuning fuzzy PID

control

Lijun Xie1, Wenhui Yang1, 2

Abstract. To enhance stability of automobile brake, and shorten brake distance, study is
made on anti-lock control and its control theory based on electronic mechanical brake system (EMB
system). Models related to EMB system was built according to dynamics analysis for automobile
braking system, and simulation was made to those models under Anti-Lock Braking System (ABS
System). Then, self-tuning fuzzy PID controller was put forward to improve fuzzy control and PID
control. Comparison was made between braking mode that without ABS control and self-tuning
fizzy PID. Finally, pavement simulation was made in order to verify the adaptiveness of self-tuning
fuzzy PID controller. The results showed that models related to EMB system are effective and
have met the national standard and code for braking system. Automobile braking performance was
improved because fuzzy control and PID control was improved by self-tuning fuzzy PID control.
And it is concluded that self-tuning fuzzy PID controller is good at identify pavement types which
meets the control requirement and expectations.

Key words. Self-tunning fuzzy PID control, EMB, ABS, slip rate.

1. Introduction

The braking system is one of the most important parts of an automobile. Its
main function is: first of all, to ensure stable parking at high speed, and when
accidents occur, it is very important to its performance requirements. Secondly, its
function is to ensure that the vehicles, in the event of poor road conditions and
when necessary to reduce the speed, can slow down the parking; or in downhill road,
when necessary to travel at a constant speed, to ensure that the brake has high
reliability and does not fail due to friction sheet overheating [1–3]. The last one is
the parking function. Parking is, with a constant braking force, to ensure that the
vehicles stay in place after the end of driving, and do not move because of terrain
and other reasons. These are the functions that the braking system should have.

1Changsha Vocational & Technical College, 410217, China
2Corresponding author
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The braking system is mainly composed of a drive mechanism and a brake actuating
mechanism. The braking transmission mechanism can be divided into mechanical
transmission and hydraulic transmission in accordance with the transmission mode.
The simple mechanical drive is seldom used at present, and hydraulic transmission is
the most widely used transmission method [4–6]. However, with the development of
intelligent systems, the number of electronic control systems is gradually increasing,
which makes the hydraulic system with pipeline transmission become more complex
and difficult to maintain. Therefore, it has become an important problem for people
to study a kind of system with simple structure and reliable function.

As one of the most important performances for automobile, automobile brak-
ing performance, such as braking distant, side slipping and braking direction, is
responsible for traffic accident. Under certain braking initial speed, braking distant
is related to two factors, brake response time and wheels’ utilization rate of pave-
ment deceleration. Overall circuit transfer was used by EMB, thus response time for
braking controller braking distant is shortened [7]. Braking distant is further short-
ened by adopting effective ABS control because pavement adhesion is used to the
highest degree [8]. In terms of intelligence and safety, system structure is simplified
by adopting CAN and EMB, because of which fault detection and maintenance is
more convenient. Thus, fault detection and maintenance for braking system is im-
proved [9]. In conclusion, security of automobile control can be ensured by adopting
improved EMB system.

2. State of the art

Originally, EMB system is used for plane [10], and this system is in the improve-
ment stage for automobile field. Significant achievements for study and application of
fuzzy theory are mainly made in America or countries and regions in European. For
research results on fuzzy ABS, slip rate predictor is introduced by Georg E.Mauer
[11] and his partners based on ABS controller. Using this slip rate predictor, good
control is achieved in simulation for single wheel model, and robustness is improved.
Model-based control methods such as PID controller and fuzzy controller, was com-
bined by R. Sun[12] and this controller combination verified that adaptability to
different pavement is improved comparing with PID controller. Robust controller is
built by Chin-Min Lin and his partners based on fuzzy controller. Certain control
effects are made when fuzzy controller is adopted for braking control and robust
controller is adopted for adjusting control errors of fuzzy control [13]. Regarding
research status at home and abroad, there are disadvantages in fuzzy control though
great progresses are achieved. Thus, further study and discussion is needed theoret-
ically and pragmatically.

Compared with foreign countries, the application of fuzzy theory in our country
started relatively late, but it has developed rapidly. In recent years, many uni-
versities and automobile research institutions in China have done a great deal of
theoretical and experimental researches on ABS fuzzy control technology, which laid
the foundation for the development of ABS fuzzy control in our country. The famous
scholar Guo Konghui, based on the simplified model, designed the fuzzy controller
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and the adaptive fuzzy controller. As a result, the vehicle can achieve better control
in variable conditions, which overcomes the shortcomings of single control and so
on. Li Jun, Yu Fan, Zhang Jianwu and other scholars proposed control strategy of
road recognition in the process of steering braking. The strategy, according to the
road adhesion conditions and the motion state, the vehicle pavement condition was
estimated, wheel optimal slip ratio was real-time calculated, and the corresponding
control strategies were made, so the braking and vehicle lateral stability was greatly
improved. Mo Yousheng, Zhu Rong and Li Sien put forward adaptive fuzzy neural
network control system with combination of fuzzy control and neural network con-
trol. In addition, it was compared with the fuzzy control, and the simulation was
made to verify the validity of the control. Chen Jiong, Wang Huiyi and Song Jian
designed a fuzzy controller based on slip ratio and speed reduction. The simulation
was carried out on a vehicle model of freedom, and it was proved that the controller
is more adaptive than the logic threshold method.

From the present research situation at home and abroad, although fuzzy control
has been greatly developed, there is still a lack of fuzzy control. For instance, the
creation and analysis methods of fuzzy control system were still in the primary stage,
and the stability theory was not mature. In addition, the modeling of fuzzy systems,
establishment of fuzzy rules and fuzzy inference methods were also not well resolved.
As a result, both theory and application need to be further studied and discussed.

3. Methodology

3.1. Dynamics modeling for EMB

Automobile EMB system is mainly made up of electronic pedal, electronic control
unit (ECU), wheel braking system, and power [14, 15]. A set of braking system and
wheel speed sensor (WSP) is installed on each wheel of the automobile. Each braking
system contains a control unit (CU) to control performance of electric machine and
the needed control signals is provided by ECU [16, 17]. For general structure, see
Fig. 1.

Fig. 1. General structure of EMB system
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External force is needed to decelerate or stop automobile in a short time [18].
Among external forces, braking force is one of the most important one to decelerate
automobile. Thus, braking performance is studied and this study is mainly focused
on effectiveness of braking force to automobile movement.

When wheel braking on hard pavement, rolling friction couple, inertia force and
inertia couple occurred during deceleration were ignored. Figure 2 shows stress state
of wheel.

Fig. 2. Stress state of wheel during braking

In the above figure, Tq denotes braking torque (N·m) of brake, Tp denotes thrust
of driving direction of wheel, Fq denotes braking force, Fxq denotes braking force of
the pavement, W denotes loads of wheel Fz denotes normal reaction of pavement to
wheel, r denotes action radius of wheel. Thus, the below equation is obtained.

Fxq = Fq =
Tq
r
. (1)

During automobile braking, friction plate gradually touches brake disc with in-
creasing braking force. At this state, Tq is not big enough to lock wheel. This is
called state of friction and rolling. Under this state, pavement brake torque equals
to Tq, and pavement brake torque is in direct proportion to Tq. When Tq keeps
increasing, there is only friction state for wheel. At this state, pavement brake force
is no longer in direct proportion to Tq, and its limit value is the adhesive force Fφ,
see the below equality

Fxq ≤ Fϕ = Fzϕ . (2)

During braking, state of wheel is changed from rolling to lock and slipping. In
this state, wheel is rolling and slipping, and slipping is decided by slip rate. The
below expression

S =
v − vr
v
× 100% =

v − rω
v

× 100% (3)

shows slip rate.
In the above expression, v denotes the automobile speed, vr denotes the wheel

speed and ω denotes the angular speed of wheel. In the rolling state, v = vr, thus
S = 0. In state of rolling and slipping, 0 < S < 100 %. In locked friction state,
vr = 0 and S = 100 %. Steering capability of automobile is lost, which is very
dangerous working state.

Modeling on automobile brake system based on above dynamics analysis. Mathe-
matical model about automobile brake system is mainly made up of vehicle dynamics
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model, tire model, and brake system model.

3.1.1. Dynamics model of single wheel vehicle. In order to verify controller per-
formance and highlight its control law, a single wheel automobile is studied. Vehicle
dynamic functions of two-degree-of-freedom is built based on wheel driving direction
and direction of rotating around principle axis.

Vehicle movement function is

Mv̇ = −Fxq . (4)

Wheel movement function is

Iω̇ = rFxq − Tq (5)

and the longitudinal friction of wheel is

Fxq = φFz . (6)

In the above expressions, M denotes 1/4 of the vehicle weight, Fxq denotes the
cohesion force of tire to pavement and I denotes the rotational inertia of the wheel.
Finally Fz denotes the normal reaction of pavement to wheel.

3.1.2. Tire model. Tire is the only part of vehicle that contact with pavement,
and its cohesion to pavement, and its driving force, braking force, and trafficability
to vehicle is of significant influence. Tire model can be used to approximate rapid
analyze vehicle controllability and stability theoretically. Tire model reflects function
relationships between pavement cohesion and other parameters. The below bilinear
model is used to study tire model.

The bilinear model is a simplified tire model. Relationship of slip rate and adhe-
sion coefficient is nonlinear. For the convenient of function solving, bilinear model
is piecewise linearized, see Fig. 3. The function for bilinear tire model is deduced
according to Fig. 3. Figure 3 is missing.{

ϕ =
ϕp

So
S , S < So

ϕ =
ϕp−ϕs·S
1−So

− ϕp−ϕs

1−So
S , S > So

(7)

In the above function, S denotes the wheel slip rate, So denotes the optimal
slip rate, φp denotes the maximum adhesion coefficient; φsdenotes slip adhesion
coefficient.

The simplified bilinear tire model is adopted, and Table 1 shows the parameters
of experimental made on typical pavement.

3.1.3. Model for EMB braking system. A brushless direct current motor is
adopted as motive power of EMB system. Mainly, electronic machine in locked-rotor
state is studied, which is focused on wheel braking state. The below function shows
relationship between locked-rotor current and control signal of electronic machine
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Table 1. Parameters of experiments on typical pavement

Types of pavement So φp φs Bilinear model

Concrete pavement 0.2 0.89 0.76

{
φ = 4.5S , S < 0.2

φ = 0.92 − 0.19S , S > 0.2

Dry bitumen pavement 0.16 0.82 0.76

{
φ = 4.7S , S < 0.16

φ = 0.82 − 0.29S , S > 0.16

Wet bitumen pavement 0.13 0.78 0.52

{
φ = 6S , S < 0.13

φ = 0.83 − 0.32S , S > 0.13

Pavement covered by snow 0.06 0.22 0.15

{
φ = 3.3S , S < 0.06

φ = 0.23 − 0.06S , S > 0.06

Ic = kc · α , (8)

where Ic denotes locked-rotor current, kc denotes conversion relations between con-
trol signals and locked-rotor current, α denotes inputted control signal. Below func-
tion shows relations between Ic and output torque of electronic machine.

Tm = 9.55kG · Ic, kG =
E

no
, E = Uo − Ioro . (9)

For the above function, Tm denotes the output torque of electronic machine, Io
denotes the non-load current, Ic denotes the current of locked-rotor, Uo denotes the
non-load voltage of power, E denotes the counter electromotive force of the armature
winding, ro denotes the average resistance of armature winding, kG denotes counter
electromotive force coefficient, and no denotes the idle speed of electronic machine.

Planetary reducer is adopted by reducing mechanism model which is made up of
sun wheel and planet carrier. Tm denotes input moment of sun wheel, and torque
Tx denotes output planetary reducer. Below function shows the relations.

Tx = Tm · i · ηx , (10)

where, i denotes transmission ratio of speed reducer, ηx and denotes transmission
efficiency of planetary mechanism. Motion transfer device is made up of ball screw-
nut pair. Finally, Tx denotes the input and P denotes outputted thrust of ball screw.

P = Tx · ηg · 2πLh
. (11)

In the above formulas, Lh denotes lead of screw thread and ηg denotes trans-
mission efficiency of ball screw. Ball screw and brake caliper were connected to
each other and lining pad of brake caliper and brake disc are connected to each
other through thrust P . Braking torque is produced due to friction of lining pad
and brake disc. Below function shows relations between brake pressure and brake
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moment when friction surface of lining pad and brake disc connects well.

Tq = 2P · kp ·R . (12)

In above expression, kp denotes brake friction coefficient, R denotes action radius,
and P denotes the lead screw thrust. Table 2 shows the parameters of the used
electric machine, and Table 3 shows the parameters of EMB brake actuator.

Table 2. Parameters of electric machine of permanent magnet DC motor

Parameter
names

Non-load
voltage
(V)

Non-load
current
(A)

Armature
resistance
(Ω)

Non-load
speed
(r/min)

Locked-
rotor
current
(A)

Maximum
locked-
rotor
current
(A)

Symbols Uo Io ro no Ic Icmax

Values 27 0.30 3.68 491 2.2 7

Table 3. Parameter of EMB brake actuator

Symbols of parameters i ηx Lh ηg kp R

Values 20 0.95 0.016 0.95 2 0.2

3.2. Modeling on brake system of electric mechanical ma-
chine

Matlab/Simulink is used to model and simulate subsystems. Without control of
ABS, effectiveness of the EMB brake system is tested.

3.2.1. Subsystem of single wheeled vehicle. After solving functions (4), (5) and
(6), below expressions for v, vr and s can be obtained:

v = −
∫
Fxq
M

dt, vr =
r

l

∫
(rFxq − Tq) dt, s = −

∫ (∫
Fxq
M

dt

)
dt . (13)

Simulation model of a single wheel can be built based on (13). With the input
of Tq and Fxq, the curve of v and vr changing with time can be obtained.

3.2.2. Subsystem of slip rate. Based on (3), subsystem of slip rate can be built.
For this function, inputting v, vr and adopting Fcn function, the slip rate of vehicle
is output.

3.2.3. Subsystem of tire model. Simulation model is built based on bilinear
calculation function (7), which inputs slip rate and outputs longitudinal adhesion
coefficient.

3.2.4. Subsystem of brake model. Brake actuator is made up of brake trans-
mission mechanism and brake, whose simulation module is built based on relations
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(8–12), inputting control signal v, and outputting braking torque Tq.

3.3. Design of self-tuning fuzzy PID controller

Self-tuning fuzzy PID controller is the combination of fuzzy control and tradi-
tional PID control, which tunes PID control parameters online using fuzzy theory
related knowledge. Intelligence of fuzzy control and sensitivity of PID control is
integrated by this tuning. Figure 3 shows the system structure.

Fig. 3. Structure of self-tuning fuzzy system for automobile ABS

Self-tunning fuzzy PID controller is adjusting values of kp, ki, kd in real time
according to fuzzy control theory, thus objects is controlled. This controller inputs
error e and its variation ∆e, which is transmitted to E and∆E after a fuzzy process.
Symbols k∗p, k∗i , k

∗
d are fuzzy set of output quantities kp, ki, kd. For input quantities

e and ∆e, the universe of fuzzy set is {−3− 2− 1, 0, 1, 2, 3}, whose fuzzy language
variables are {NB,NM,NS,ZO,PS, PM,PB}. For output quantities k∗p, k∗i , kd,
the universe of fuzzy set is {−3− 2− 1, 0, 1, 2, 3}, whose fuzzy language variables are
{NB,NM,NS,ZO,PS, PM,PB}, which represent big negative, medium negative,
small negative, zero, small positive, medium positive, and big negative, respectively.

The fuzzy control Table 4 is built based on characteristics without PID control
and different e and ∆e input by the system.

4. Results analysis and discussion

5. Test on effectiveness of system model of electronic
mechanical brake system

Concrete pavement with relatively high adhesive force is used to test brake perfor-
mance of EMB. Relatively strong brake force can be produced on concrete pavement.
Table 5 shows the vehicle parameters.

It can be seen from Fig. 4 that in the initial braking phase, pavement braking
torque is in direct proportion to Tq while pavement braking torque is in inverse
proportion to Tq after reaching its value. Without ABS control, adhesive coefficient
is decreasing with the rapid increasing slip rate of wheel, thus ground adhering
moment is decreased. When Tq keeps increasing, ground adhering brake moment
will remain the same torque value with that of in slipping state.
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Table 4. Rule list of fuzzy control for k∗p, k∗i and k∗d

k∗p

NB NM NS ZO PS PM PB
NB PB PB PM PM PS ZO ZO
NM PB PB PM PS PS ZO NS
NS PM PM PM PS ZO NS NS
ZO PM PM PS ZO NS NM NM
PM NS ZO NS NM NM NM NB
PB PB ZO NM NM NM NM NB

k∗i

NB NM NS ZO PS PM PB
NB NB NB NM NM NS ZO ZO
NM NB NB NM NS NS ZO ZO
NS NB NM NS NS ZO PS PS
ZO NM NM NS ZO PS PM PM
PS NM NS ZO PS PS PM PB
PM ZO ZO PS PS PM PB PB
PB ZO ZO PS PM PM PB PB

k∗d

NB NM NS ZO PS PM PB
NB PS NS NB NB NB NM PS
NM PS NS NB NM NM NS ZO
NS ZO NS NM NM NS NS ZO
ZO ZO NS NS NS NS NS ZO
PS ZO ZO ZO ZO ZO ZO ZO
PM PB NS PS PS PS PS PB
PB PB PM PM PM PS PS PB

Table 5. Parameters of single wheel vehicle

Name 1/4 Vehicle
weight (kg)

Wheel radius (m) Wheel ro-
tary inertia
(kg·m2)

Gravitational
acceleration
(m/s2)

Initial speed
of braking
(m/s)

Symbols M r I g v

Values 1880 0.53 20 9.8 24

It is known from above simulation experiment that the wheel was locked in the
1.28 s after emergent brake under EMB brake system. Braking distance is 16.24m,
braking time is 2.34 s and the maximum vehicle deceleration is 8.85m/s2. Besides,
the average deceleration is 7.16m/s2, and average braking coordination time is 0.14 s.
This meets the national standard that requires coordination time should less than
0.35 s under such working state. Thus, EMB brake meets national requirement for
braking performance well.
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Fig. 4. Changes of braking torque of ground and brake without ABS control

5.1. Automobile ABS simulation based on self-tunning
fuzzy PID control

Figure 5 shows automobile ABS simulation model built based on self-tuning fuzzy
PID control.

Fig. 5. Automobile ABS simulation model built based on self-tunning fuzzy PID
control

In order to test the effectiveness of self-tuning fuzzy PID controller, comparison
was made between braking systems with self-tuning fuzzy PID controller and system
without ANS controller. Concrete pavement is chosen to be studied, with expected
slip rate of 0.2, slip adhesion coefficient of 0.75, and initial braking speed of 24m/s.
Table 1 shows simulation parameters and Figs. 6 and 7 show the simulation results.

It can be seen from simulation results in Figs. 6 and 7 that the vehicle braking
distance is 37.26m and braking time is 3 s when the initial speed is 24m/s. During
braking, shown as Fig. 6, upper part, the slip rate remains the same as that of in
0.2 s and reaches its maximum in 0.3 s when without ABS control. It is shown on
Fig. 6, bottom part, that without ABS control, vehicle speed is 23m/s when wheel is
locked. While under self-tuning fuzzy PID control, the wheel is locked when vehicle
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speed is 0m/s, which improves the braking stability. For Fig. 7, upper part, under
ABS control, vehicle speed remains unchanged when it hits the highest deceleration
8.85m/s2. Comparing vehicle speed without ABS control, this takes full advantages
of ground adhesion. Besides, under fuzzy control, the braking distance is shortened
by 7.41m, and braking time is shortened by 0.62 s. In the whole braking process,
it is shown in Fig. 7, bottom part, that the output is relatively stable. Thus, self-
tuning fuzzy PID controller meets the ABS control goal and requirements of safety
compared with the state without ABS control.

Fig. 6. Slip rate (up) and vehicle speed (bottom) for system with self-tuning fuzzy
PID control and system without ABS control

The simulation and analysis was made based on bitumen pavement and pavement
covered by snow. It is known that, in the 0.5 s, slip rate hits its optimal record of
0.06 and remains good stability when braking on the pavement covered by snow.
In the 2 s after braking, when changing from pavement covered by snow to bitumen
pavement, slip rate is unstable, which changed back to stable states 1 s later and
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remains stable until vehicle stopped. For this process, braking distance is 79.37m,
and braking time is 5.11 s, which meets the requirements of changing from pavement
covered by snow to bitumen pavement.

Fig. 7. Vehicle deceleration (up) and braking torque (bottom) for system with
self-tuning fuzzy PID control and system without ABS control

6. Conclusion

This study is based on structure of braking system and braking methods, and
below are the main research contents: EMB braking system model, tire model and
single wheel vehicle model are built based on stress analysis of braking vehicle. Ef-
fectiveness of EMB braking system is verified that it met national standards for
braking system. Improved self-tuning fuzzy PID controller is designed. And sim-
ulation results show that self-tuning fuzzy PID controller can adjust automatically
according to external changes, which solves parameter setting problem of PID con-
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troller because PID controller is nonlinearity and its parameters are changing with
time. Adaptability of self-tuning fuzzy PID controller is verified by sudden changed
pavement types. This simulation result shows that self-tuning fuzzy PID controller
can control slip rate around target value, and identify optimal slip rate for different
pavements, thus output of braking force is accurate controlled.

References

[1] W.Shabbir, S. A. Evangelou: Real-time control strategy to maximize hybrid electric
vehicle powertrain efficiency. Applied Energy 135 (2014), 512–522.

[2] C.Montero, A.Oliva, D.Marcos, E.González, C.Bordons, M.A.Ridao,
E. F.Camacho, E. López: Fuel cell and power control for a hybrid vehicle. Ex-
perimental results. Proc. Annual Conference on IEEE Industrial Electronics Society
(IECON), 25–28 October 2012, Montreal, Québec, Canada, IEEE Conference Publi-
cations (2012), 4121–4126.

[3] F. S.Ahmed, S. Laghrouche, M.El Bagdouri: Analysis, modeling, identification
and control of pancake DC torque motors: Application to automobile air path actuators.
Mechatronics 22 (2012), 195–212.

[4] X.Zhu, H. Zhang, D.Cao, Z. Fang: Robust control of integrated motor-
transmission powertrain system over controller area network for automotive applica-
tions. Mechanical Systems and Signal Processing 58–59 (2015), 15–28.

[5] J. B. Zhao, B. Zhou, S.Y.Bei: Bang-Bang-PID control of automotive EPS system
under damping condition. Electric Machines and Control 15 (2011), No. 11, 95–100.

[6] J. B. Zhao, B. Zhou, X. L. Li, S. Y.Bei: Switched control strategy and performance
test of electric vehicle electric power steering system under different conditions. Electric
Machines and Control 17 (2013), No. 11, 105–109.

[7] S.Di Cairano, J.Doering, I. V.Kolmanovsky, D.Hrovat: Model predictive con-
trol of engine speed during vehicle deceleration. IEEE Transactions on Control Systems
Technology 22 (2014), No. 6, 2205–2217.

[8] X.Q. Zhang, B.Yang, C.Yang, G.N.Xu: Research on ABS of multi-axle truck
based on ADAMS/car and Matlab/Simulink. Procedia Engineering 37 (2012), 120–124.

[9] H.Alipour, M.B.B. Sharifian, M. Sabahi: A modified integral sliding mode con-
trol to lateral stabilisation of 4-wheel independent drive electric vehicles. International
Journal of Vehicle Mechanics and Mobility 52 (2014), No. 12, 1584–1606.

[10] V.R.Aparow, F.Ahmad, K.Hudha, h. Jamaluddin: Modelling and PID control
of antilock braking system with wheel slip reduction to improve braking performance.
International Journal of Vehicle Safety 6, (2013), No. 3, 265–296.

[11] M.Demirci, M.Gokasan: Adaptive optimal control allocation using Lagrangian neu-
ral networks for stability control of a 4WS–4WD electric vehicle. Transactions of the
Institute of Measurement and Control 35 (2013), No. 8, 1139–1151.

[12] C.Lv, J. Zhang, Y. Li, Y.Yuan: Mode-switching-based active control of power train
system with nonlinear backlash and flexibility for electric vehicle during regenerative
deceleration. Proceedings of the Institution of Mechanical Engineers Part D: Journal
of Automobile Engineering 229 (2015), No. 11, 1429–1442.

[13] B. Long, S. T. Lim, H.R. Ji, K.T.Chong: Energy-regenerative braking control of
electric vehicles using three-phase brushless direct-current motors. Energies 7 (2014),
No. 1, 99–114.

[14] S.Yu, C.Maier, H.Chen, F.Allgöwer: Tube MPC scheme based on robust con-
trol invariant set with application to Lipschitz nonlinear systems. Systems & Control
Letters 62 (2013), No. 2, 194–200.

[15] Y.Liu, L.Q. Jin, X. L. Liang, Z.A. Zheng: Research on BP based fuzzy-PID con-
troller for anti-lock braking system. Applied Mechanics and Materials 365–366 (2013),
401–406.



116 LIJUN XIE, WENHUI YANG

[16] V.R.Aparow, K.Hudha, F.Ahmad, H. Jamaluddin: Development of antilock
braking system using electronic wedge brake model. Journal of Mechanical Engineering
and Technology 6 (2014), No. 1, 37–63.

[17] G.Yin, X. J. Jin: Cooperative control of regenerative braking and antilock braking for
a hybrid electric vehicle. Mathematical Problems in Engineering (2013), No. 4, paper
890427.

[18] K.Bayar, G.Rizzoni, J.Wang: Development of a vehicle stability control strategy
for a hybrid electric vehicle equipped with axle motors. Proceedings of the Institution of
Mechanical Engineers, Part D: Journal of Automobile Engineering 226 (2012), No. 6,
795–814.

Received May 7, 2017



Acta Technica 62 No. 1B/2017, 117–130 c© 2017 Institute of Thermomechanics CAS, v.v.i.

Application of structural bending
differential equation algorithm in

bracing composite structure

Li Ke2, 3, Yin Ke2

Abstract. The purpose of this paper is to study the effect of bending differential equation
algorithm on composite bracing structures. By analyzing the existing landslide composite support-
ing structure, a new type of diagonal bracing composite supporting structure is purposed. The
diagonal bracing composite supporting structure changes the original cantilever bending structure
into diagonal loads transfer structure. It reduces the load on the structure which under the huge
thrust of landslide, and it has good mechanical properties. Based on the Fredholm–Volterra line
load integral and displacement control equation, diagonal bracing composite supporting structure
control condition is put forward, and the continuous structure algorithm based on the deflection
equation is deduced. The analytical solution of diagonal bracing composite supporting structure
the displacement and internal force are solved. Continuous structure algorithm based on deflection
equation of brace composite supporting structure engineering design is optimized. The experi-
mental results verify the flexural differential equation algorithm of continuous structure by the
three-dimensional finite element analysis. Based on the above finding, it is concluded that the de-
sign of diagonal bracing composite supporting structure can be optimized by the flexural differential
equation algorithm.

Key words. Flexural differential equation, continuous structure algorithm, diagonal bracing
composite supporting structure, mechanics characteristic.

1. Introduction

Existing large-scale landslide treatment of timbering form is numerous at present,
structure forms are also various, the main application structure forms are cantilever
anti-slide pile, double row piles, etc. Cantilever anti-slide pile was applied at the
earliest, related research is more thorough. But Cantilever anti-slide pile application
depth is limited by its mechanical characteristics, and control deformation ability of

1This work was partially supported by the Research Fund for the Doctoral Program of Higher
Education of China (RFDP), (Grant No.20110191110027).

2School of Civil Engineering, Chongqing University 400044, China
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Cantilever anti-slide pile is poor. These characteristics of the cantilever anti-slide
pile cannot satisfy the requirement of landslide with large thrust. Double row pile as
supporting form more research in recent years, double row pile research has achieved
some results in domestic and overseas [1]. Based on the theory of plastic deformation
and plastic flow theory, the pile lateral soil pressure formula is derived. The design
idea and design method of the single pile and Multi-pile are purposed [2]. On the
basis of predecessors’ research, some researchers test the pile groups model under the
action of the displacement of soil in 1997, and test results with boundary element
program computing results have good consistency [3]. The model of soil was used to
study the relative displacement of piles and soil, pile spacing and pile arrangement of
its influence on soil arching between piles [4]. The calculation and stress distribution
of double-row anti-slide pile in three kinds of typical landslide is calculated [5]. The
comparative analysis of prestressed concrete anchor-stabilizing double–row piles and
rigid frame anti-slide pile is purposed [6]. Double row pile theory research has
made some achievements, but still failed to in giant, large rock landslide to obtain
the very good application. In southwest China, many types of geological disasters
and landslide, multistage complex landslide along with the urban expansion and
construction appear constantly. From the characteristics of the giant, large damage
rock landslides, this paper present a new diagonal bracing composite structure base
on the research of existing timbering structure. diagonal bracing composite structure
mainly aimed at a large thrust (generally more than 2000 kN/m) rock landslides.
Diagonal bracing composite structure calculation method is: Improved the deflection
control equation under the condition of different boundary control, makes it can
get the optimal transfer ratio of diagonal bracing composite structure (the ratio
of landslide thrust which transmit by diagonal bracing composite structure into
rock mass and the total thrust). The method also can solve the internal force and
displacement of diagonal bracing composite structure.

Diagonal bracing composite structure is mainly composed of two parts, the ver-
tical bearing structure and diagonal bearing structure. Vertical bearing structure
differs from the anti-slide pile and double-row piles structure and so on, its main
function is to transfer thrust from the rock free face to diagonal bearing structure;
Diagonal bearing structure is transfer the load which from the vertical bearing struc-
ture through the column brace to support structure and finally pass it to the lower
rock mass [7]. The characteristics of diagonal bracing composite structure model
is: Change the normal original cantilevered pile mechanic (the normal original can-
tilevered pile depends on the shear strength of section and bending strength of pile
to resist the load) into a transferring patterns which transfer landslide thrust is
primary, pile resistance is accessory [8].

2. Materials and methods

Diagonal bracing composite structure can be divided into four sections from rigid
joint and fixed point [9]. The internal force and displacement of each section can be
obtained by the deflection differential equation under the control condition (bending
moment and shear is zero at the node which connect the vertical brace and diagonal



APPLICATION OF STRUCTURAL BENDING 119

bracing).
Using elastic foundation beam differential equation solve the internal force and

displacement of vertical brace anchoring range, and using the displacement as the
control parameter to unify the four-section deflection differential equation, end up
with solving the simultaneous equations of the whole structure, finally be solving
the simultaneous equations of the whole structure [10].

Assumption of continuous structure flexural differential equation algorithm:
Vertical brace of composite structure pile under the rectangular uniform load.
The cross-section width of vertical brace and diagonal bracing in composite struc-

ture is the same.
Vertical brace and diagonal bracing intersection node O is assumed a rigid node.
Rock mass of fixed section in vertical brace and diagonal bracing according to

the elastic material consideration.
Each section of the block division in the table.
General solution of differential equation for each section can be solved, particular

solution of differential equation should also be solving at the same time. Each
section should be four initial conditions to completely solve the equation [11]. The
displacement, rotation, bending moment and shear force of each section as the initial
condition into the equation, solution of equations can be obtained.

Vertical brace cantilever section (OA) flexural differential control equation is

EI
d4x

dy4
= q , (1)

where q means distributed load, E is the elastic modulus and I is the moment of
inertia. Finally, x is the displacement.

The displacement, rotation, bending moment and shear displacement equation

x(y) = x0 + φ0y +
M0y

2

2EI
+
Q0y3
6EI

+
qy4

24EI
. (2)

Here, x0 means the initial displacement, φ0 means the initial rotation, M0 means
the initial bending moment and Q0 means initial shear force. Generally, φ denotes
the rotation function, given by the prescription

φ = φ0 +
M0y

2EI
+
Q0y2
6EI

+
qy3

24EI
.

Finally, β, which is the vertical brace pile deformation coefficient, is given as

β =

(
KBp

4EI

) 1
4

(3)
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3. Calculation and analysis for diagonal bracing composite
structure

3.1. Diagonal bracing composite structure in the original
design and optimization design comparative analysis

Comparative analysis between the flexural differential equation algorithm of con-
tinuous structure and design calculation method of actual landslide control project
can optimize the design of practical project engineering. A certain slope project
of Wulong county in Chongqing City adopted in 3 different form diagonal bracing
composite structure. Based on type A structure as an example. In this paper, h1
means the distance from intersection (Point A) of vertical bracing pile with diagonal
bracing pile to the top of vertical bracing pile; h2 means the distance from intersec-
tion (Point A) of vertical bracing pile with diagonal bracing pile to the fixed point of
vertical bracing pile; h3 means the distance of fixed section of vertical bracing pile.
Symbol θ means the angle of vertical bracing pile from the horizontal plane. The
flexural differential equation for optimized structure internal force compared with
the original design size and internal force (see Fig. 1).

Fig. 1. Bending moment diagram of optimized structure and original design
structure

From the figure, Point A to point B section of structure optimization design com-
pared to the original design, the maximum bending moment increases 1727.3 kN.m
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(the original design maximum bending moment is 5408.4 kN.m, optimization design
maximum bending moment is 3681.1 kN.m), optimization of structure relative to
the original structure to reduce bending moment value is about 31.9%. Point B
to point C section of structure optimization design compared to the original design,
the maximum bending moment increases 1019.8 kN.m (the original design maximum
bending moment is 4124.2 kN.m, optimization design maximum bending moment is
3104.4 kN.m), optimization of structure relative to the original structure to reduce
bending moment value is about 24.7%.

Fig. 2. Shear force diagram of optimized structure and original design structure

Figure 2 shows the shear force diagrams of optimized structure and original design
structure. Point A to point B section of structure optimization design compared to
the original design, the maximum shear increases 217 kN (the original design maxi-
mum shear is 2421 kN, optimization design maximum shear is 2204 kN), optimization
of structure relative to the original structure to reduce shear value is about 8.9%.
Point B to point C section of structure optimization design compared to the orig-
inal design, the maximum shear increases 296.5 kN (the original design maximum
shear is 2114.7 kN, optimization design maximum shear is 1818.2 kN), optimization
of structure relative to the original structure to reduce shear value is about 14.1%.

Finally, Fig. 3 depicts the displacement diagrams of optimized structure and orig-
inal design structure. In the original structural design of cantilever segments (point
A to point O section), displacement variation is larger, the maximal displacement of
the two methods difference in 1.2mm; (increased from the two methods is 2.7mm
to 3.9mm), in additional optimization design in the intersection (pointA) place does
not appear A turning point. Two methods of comparison that the displacement of
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vertical bracing structure calculation difference of 1.2mm, optimization of structure
relative to the original structure to reduce bending moment value is about 44.4%.

Fig. 3. Displacement diagram of optimized structure and original design structure

3.2. Diagonal bracing composite supporting structure and
conventional supporting structure comparative analysis

For further verify the effect of diagonal bracing composite supporting structure.
The internal force of anti-slide pile, reinforced anchorage pile, the original design
and optimization design of diagonal bracing composite supporting structure were
compared. Figure 4 shows the bending moment diagrams of anti-slide pile, reinforced
anchorage pile and diagonal bracing composite supporting structure.

Through the comparative analysis, bending moment value of the diagonal bracing
composite supporting structure both in the original design and optimization design
is much smaller than the reinforced anchorage pile and anti-slide pile. The main
cause of the different between above supporting structure is mechanism different.
Maximum bending moment value from large to small is: anti-slide pile > anchor
tensile pile > the original design of diagonal bracing composite supporting structure
> optimization design of diagonal bracing composite supporting structure. Anti-slide
pile structure because only rely on their own section strength (bending stiffness EI,
tensile stiffness EA and shear stiffness GA) resistance to slide thrust, and therefore
in fixed point bending moment value is maximum (MMax = 61.5× 103 kN.m).

Reinforced anchorage pile structure bending moment is smaller than anti-slide
pile under the effect of pre-stressed anchor cable tension. Maximum bending mo-
ment is MMax = 28.4× 103 kN.m. Diagonal bracing composite supporting structure
because of the difference of dynamic mechanism, a maximum bending moment are
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Fig. 4. Bending moment diagram of anti-slide pile, reinforced anchorage pile and
diagonal bracing composite supporting structure

much smaller than the front two structures. Maximum bending moment of original
design diagonal bracing composite supporting structure is MMax = 5.41×103 kN.m.
Maximum bending moment of optimization design diagonal bracing composite sup-
porting structure is MMax = 3.68× 103 kN.m.

Fixed section of the diagonal bracing composite supporting structure (point B
to point C) due to effect of the diagonal bracing, the shear graph is a linear change
graph. This kind of phenomenon is different from the shear distribution graphics of
reinforced anchorage pile. The anchor pile and anti-slide pile the maximum shear
force was concentrated on the near of pile bottom. Diagonal bracing composite
supporting structure shear maximum value appeared at intersection point of the
vertical brace and diagonal bracing.

The shear diagrams of anti-slide pile, reinforced anchorage pile and diagonal brac-
ing composite supporting structure are depicted in Fig. 5. Anti-slide pile maximum
shear is QMax = 7.61 × 103 kN. Pre-stressed anchor cable under the effect of pre-
stressed anchor cable tension share shear reduced overall structure, maximum shear
of QMax = 4.41× 103 kN. Original brace structure design calculation has maximum
shear of QMax = 2.42 × 103 kN. Optimize the brace structure design calculation to
get maximum shear of QMax = 2.20× 103 kN.

Figure 6 shows the displacement diagram of anti-slide pile, reinforced anchorage
pile and diagonal bracing composite supporting structure. A maximum displace-
ment of anti-slide pile is XMax = 75.4mm. Pre-stressed anchor cable under the
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Fig. 5. Shear diagram of anti-slide pile, reinforced anchorage pile and diagonal
bracing composite supporting structure

effect of pre-stressed anchor cable tension shares less overall structure displacement,
the maximum displacement is XMax = 33.9mm. The maximal displacement value of
the original design diagonal bracing supporting structure is XMax = 2.97mm. The
maximal displacement value of the optimized design diagonal bracing supporting
structure is XMax = 2.76mm. The displacement value of diagonal bracing sup-
porting structure relative to anti-slide pile is about 4%, the displacement value of
diagonal bracing supporting structure relative to pre-stressed anchor cable anti-slide
pile is about 8.7%.

4. Results

Three-dimensional finite element analysis base on the practical project diagonal
bracing composite supporting structure. The vertical support structure section size
3.0m×2.0m, diagonal support structure section size 2.0m×2.0m, angle between
diagonal structure and horizontal is 52 ◦ h1 = 2700mm, h2 = 12563mm, h3 =
11298mm (details of three-dimensional finite element analysis of the entity body are
depicted in Fig. 7).

According to the K.J.Bath theory of contact model between different materials,
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Fig. 6. Displacement diagram of anti-slide pile, reinforced anchorage pile and
diagonal bracing composite supporting structure

Fig. 7. Vertical brace back lateral principal stress/effective stress analysis diagram
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vertical brace is obtained by numerical simulation to solve dorsal soil lateral principal
stress analysis diagram (Fig. 8).

Known from the analysis diagram, although the cantilever segments with vertical
compressive stress values are increase at intersecting point of vertical brace and
diagonal bracing, but compared with the fixed section compressive stress values,
cantilever section of the compressive stress value is very small; vertical supporting
structure back lateral compressive stress since fixed point to the bottom of the pile
increases gradually, near the middle of the fixed section grow to peak. Comparative
analysis of the dorsal lateral compressive stress graphics and vertical brace back
lateral stress diagram (Fig. 9), back lateral of diagonal bracing composite supporting
structure is controlled by compressive stress, dorsal lateral is controlled by tensile
stress, the compressive and tensile stresses appeared the corresponding relationship
each other; both tensile stress and compressive stress sudden increase at intersecting
point of vertical brace and diagonal bracing.

Fig. 8. Vertical brace back lateral compressive stress/shear stress analysis diagram

According to the vertical back lateral principal stress analysis diagram (Fig. 10),
back lateral compressive stress larger value corresponds with shear stress of larger
value.

Three-dimensional finite element analysis shows that the practical structure as
influenced by the geometry size and diagonal bracing supporting foundation, theo-
retical calculation of the bending moment cannot possible appears zero value, it also
does not exist the point in the structure has the zero bending moment, and only af-
fected by the axial force. But through the flexural differential equation algorithm of
continuous structure optimized structure can be found in bending moment minimum
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Fig. 9. Vertical brace dorsal lateral principal stress analysis diagram

and axial force of the largest point, so that the concrete compression characteristics
of diagonal bracing could be full play, vertical brace of landslide thrust could be fully
delivery.

Fig. 10. Vertical brace dorsal lateral compressive stress/shear stress analysis
diagram
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5. Conclusion

The experimental part analyzes and calculates the diagonal bracing composite
supporting structure by using flexural differential equation algorithm of continuous
structure. After the experimental analysis, the mechanical characteristic of diago-
nal bracing composite supporting structure under the landslide thrust are obtained.
According to the results for comparing the three-dimensional finite element model
and the practical engineering of diagonal bracing composite supporting structure,
the following conclusions can be summarized: First, diagonal bracing composite sup-
porting structure with the common existing anti-slide pile supporting structure on
the mechanical model has essential difference. Diagonal bracing composite support-
ing structure is a typical supporting structure is given priority to transfer landslide
thrust. Second, through the analysis of the existing structure calculation method,
the algorithm is proposed based on the deflection equation of continuous structure.
Control conditions are put forward on the brace composite structure. A flexural dif-
ferential equation algorithm of continuous structure is used to optimize for practical
engineering calculation. Base on the above calculation results, optimization design
with the original design of the calculated results are compared. At the same time,
the original design and optimization design calculation results also will compare with
the anti-slide pile and anchor pile calculation results. Finally, by comparison with
the results, the internal force distribution characteristics of the diagonal bracing
composite supporting structure and advantages are obtained.

Through the above points, it is theoretically verified that the algorithm of contin-
uous structure based on the flexural differential equation is reliability. Meanwhile,
optimization calculation for the practical engineering project also achieved good ef-
fect. Above all, diagonal bracing composite supporting structure is a kind of effective
supporting structure of giant, large landslide control.
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Design and kinematic control
simulation of wheeled mobile table

tennis manipulator

Chen Yan1

Abstract. The purpose of this paper is to design a wheeled mobile table tennis manipulator
without the limited punching range caused by fixed arms of table tennis robots. By analyzing
the structure, the technical characteristics of wheeled differential-drive mobile robot and table
tennis robot are combined. In addition, kinematic control simulation is adopted to design wheeled
mobile table tennis manipulator. First of all, the software and hardware exploitation platform
are constructed by concerning with practical use of table tennis robot, and D-H module is also
built. Moreover, the kinematics model of compartment is worked out based on the theory of
building trolley module. In addition, the weighted least square method is taken as an example
to solve joints limits obstacles-avoidance of mobile manipulator. The experimental results prove
the validity of this method through simulation research. According to the requirements of control
mission, the control method for redundant mobile manipulator is achieved. Based on the above
finding, it is concluded that the relative algorithm can be used to realize the analysis on and
research of sub-tasks performances characteristics.

Key words. Wheeled mobile table tennis manipulator, joint limits, D-H module, weighted
least square method.

1. Introduction

1.1. Description of the problem

The commonly used mobile robot mechanisms include wheeled mobile mech-
anism, legged mobile mechanism, tracked mobile mechanism and wheeled legged
mobile mechanism. Among them, wheeled mobile mechanism has a long history,
and relatively mature in mechanical design. Therefore, in practical applications,
wheeled mobile robots, or mobile manipulators, are the most important compared
to other types of mobile mechanisms. The shape structure of wheeled mobile manip-
ulator mainly consists of two parts: wheeled mobile platform and mechanical arm.

1Department of P. E, North China University of Water Resources and Electric Power, 450011,
China
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Robotics involves many disciplines like kinematics, intelligent control and bionics,
whose application scope expands from industrial production to people’s daily life.
Among which, table tennis robots not only can perceive and precast the surround-
ings, but make decisions [1–3], as well as make relative combined actions. This shows
advanced intellectuality, realizing automatic countermeasures in sporting events [4].
There are researches on table tennis manipulators both at home and abroad, which
basically realized man-machine playing and machine-machine playing [5–6], but its
real development condition is quite inferior to the practical man-man playing. For
example, man can move body to catch and serve ball in a wider scope, whereas
robots’ fixed body only allows a very narrow range [7–8].

At present, the motion modes of mobile robots involve wheeled mode and step-
mode, the latter is more difficult to control, whereas the former has a relatively
advanced technology and is easier to control [9]. We based on the playing condition
of mobile table tennis manipulators, made the match more similar to the man to
man playing condition. We added mobile parts for the manipulators, chose 4-wheel
differential-drive mobile mechanism to make research, designed wheeled mobile ma-
nipulators and proved the validity of this method through stimulation.

1.2. State of the art

The United States first proposed the concept of industrial robots, and invented
the world’s first industrial robot UNIMATE in 1961. Its robot technology has a
long history of development and application. The Japanese robot, known as "Robot
Kingdom", ranks first in the world no matter the number or density. The western
European countries are also developing rapidly in the field of robotics by combining
their own R & D and application. The research of mobile manipulator started
earlier in foreign countries. The initial research mainly studies the architecture and
information processing of outdoor robots from an academic perspective, and builds
a buy test system to validate them. In the 90s, with the progress of science and
technology, mobile manipulator began to develop more applications on the basis of
"buy more now".

China’s robot started in the early 1970s. After about 40 years of development,
it has gone through three stages, from exploration, research and development to
application. After several years of research, China has completed the anti nuclear
reconnaissance vehicle, remote control mobile robot and wall climbing robot, and
then developed anti explosion robots, eye guided vehicles and so on. Although China
is a powerful country in table tennis, the research on table tennis robot started very
late. The research on this aspect was first seen in the theoretical research of Shanghai
Jiao Tong University in the 90s of the last century.
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2. Construction of development environment

2.1. Hardware structure

We applied wheeled mobile mechanism to study the mobile manipulator in this
research, whose hardware consists of compartment physical structure, dynamo, con-
trol box and CAN card [10–11]. The compartment structure of mobile manipulator
applied in this research is showed in Fig. 1.

Fig. 1. Compartment structure of mobile manipulator

From Fig. 1, we can see that the compartment has 4 wheels, among which, the
first two wheels are followers and the other two are driving wheels, and each one has
an independent dynamo. Moreover, 4 wheels are all fixed, can only move back and
forth to make the dynamo having more driving force. We utilized DC dynamo as the
driving dynamo of compartment. When manipulator and dynamo are appropriately
assembled, we can apply PID control to debug the dynamo( current, speed, location).

The framework diagram of debugging module is shown in Fig. 2. Input the current
and peak current, after the limiting step, compare them with feedback current, and
conduct PI control, then after pulse width modulation(PWM) set them as the input
instruction of dynamo.

Fig. 2. Current loop debugging module of dynamo

The framework diagram of debugging module is shown in Fig. 3. After the lim-
iting and filtering, work out the difference between the speed and feedback speed,
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output it through filtering after the PI control. Two times of filtering process has
greatly relieved the disturbance of noise.

Fig. 3. Speed loop debugging module of dynamo

The framework diagram of debugging module is shown in Fig. 4. The forward
circuit includes location, speed and acceleration, which can decrease error during
location trailing. After debugging, the dynamo can reach a better tracing effect,
laying a solid foundation for the following research.

2.2. D-H parameter

D-H (Denavit-Hartenberg) parameter includes 4 parameters: connecting rod
length ai, connecting rod corner αi, connecting rod offset distance di, and artic-
ulation angle θi. The D-H coordinate system module is shown in Fig. 4.

Fig. 4. D-H coordinate system module

Keep the number of ai positive and not limiting the other three numerical values.
Positive and negative values have different meanings. According to the established
module, we can build various connecting rod fixed coordinate system [12–13]. The
origin of fixed coordinate system can be set randomly. Choose the appropriate world
coordinate system in the space based on different needs. According to the formula (1)
describing the homogeneous coordinates transfer matrices on neighboring joints, we
describe the space and location relationship among joints. After another transferring,
work out the position of the target point in world coordination system. The formula
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of homogeneous coordinates transfer matrices on neighboring joints is as follows

i−1
i T =


cos(θi) − sin(θi) 0 ai−1

sin(θi) cos(αi−1) cos(θi) cos cos(αi−1) − sin cos(αi−1) − sin cos(αi−1)di
sin(θi) sin cos(αi−1) cos(θi) sin cos(αi−1) cos cos(αi−1) cos cos(αi−1)di

0 0 0 1

 .
(1)

So the position of manipulator end to the world coordination system can be
described as

0
nT = 0

1T
1
2T

2
3T · · · n−1n T . (2)

In the formula, n refers to the number of joints.

2.3. Software development platform

We apply Visual Studio as the software development platform this time, Visual
C++ as the programming language. There are two CAN cards, amounting to four
channels, each has 2–3 dynamos, so we conduct programming with 4 threads.

3. Materials and methods

3.1. Kinematic modeling of the compartment

Most of mobile robots apply double-wheeled difference-drive mode, whose mobile
module is shown in Fig. 5.

Fig. 5. Double-wheeled trolley kinematic module

In the figure, VL and VR refer to the left and right linear speed of two wheels
respectively, l is distance of wheel shaft centers, Vl and Vω are the line speed and
angular speed of the trolley [14]

Vl =
VL + VR

2
, Vω =

2VR − VL
l

. (3)

Moreover:
VL = ωLR, VR = ωRR . (4)
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Here, ωL and ωR are the left and right angular speeds of the two wheels, respec-
tively. And the centroid motion equation of the robot is

ẋR = Vl cos (θR) , ẏR = Vl sin (θR) , θ̇R = Vω . (5)

Given these, we can see that

 ẋR
ẏR
θ̇R

 =


R·cos(θR)

2

R·sin(θR)
2

R
l

R·cos(θR)
2

R·sin(θR)
2

R
l


[
ωR

ωL

]
. (6)

To simplify formula (6), conduct decoupling process. And then ẋR
ẏR
θ̇R

 =

 cos (θR)
sin (θR)

0

0
0
1

[ Vl
Vω

]
. (7)

When the multi-wheeled trolley does rotational motion, there must be a center of
rotation, that is instantaneous center of curvature (ICC) [15]. As to difference-drive
trolley, ICC locates on the public axis of the two wheels, and can moves back and
forth. The location is decided by the speed of the two wheels. The mobility model
of trolley is shown in Fig. 6.

Fig. 6. Mobility model of trolley

In formula (7), R is the distance between ICC and the center of gravity A. So

vL
vR

=
R− l

2

R+ l
2

→ R =
l

2

vR + vL
vR − vL

. (8)
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When the trolley makes direct linear movement, vR = vL, when vR 6= vL, the
trolley makes rotational motion. When the time is t, trolley moves from A, after the
time length of εt, it moves to B. ICC can be calculated as follows:

ICC = [xR −R sin(θR), yR +R cos(θR)] . (9)

According to (1+ ε)t and the angular speed vω′ , we can work out the position of
B:  x′R

y′R
θ′R

 =

 cos (ωεt)
sin (ωεt)

0

sin (ωεt)
cos (ωεt)

0

0
0
1

 . (10)

In the same way, the motion distance d and rotating anger φ can be worked out:

d =

∫ t+εt

t

v1 dt =

∫ t+εt

t

vL + vR
2

dt , (11)

φ =
d

R
=

∫ t+εt
t

(vL + vR) dt

l (vL + vR)
(vR − vL) . (12)

Given these, we can work out the linear speed vL and vR of the two wheels, and
the angular speed vω of the trolley.

4. Trajectory planning of mobile manipulator

The trajectory planning of mobile manipulator refers to working out the reserved
trajectory concerning with the relative kinematic knowledge and the requirements
of controlling task. The controlling task may be the mobility of a certain joint of
the manipulator, or the concrete mobility in space.

The trajectory planning process can be seen in Fig. 7. During the serving process,
there are two different plannings, one is task space planning when serving the ball,
the other one is joint space planning when restoring. The interpolation algorithm of
these two plannings are not the same. See the following for more details.

Fig. 7. Trajectory planning of mobile manipulator
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We will introduce task space planning with the method of cubic polynomial
interpolation, which can be classified into with and without intermediate point. If
we want to work out the cubic polynomial interpolation, there must be 4 known
conditions, or constraint conditions: the angle and speed limit at two positions.

Without passing intermediate point, if the angle constraint of two positions are
within the range of joint limit, the speed constraint is 0. If the starting motion point
of every joint is ti, the joint angle is θi. If the ending point is te, the joint angle is
θe. Then

θ(t0) = θ0, θ(te) = θe; θ̇(t0) = θ̇(te) = 0 (13)

and the cubic polynomial interpolation is

θ(t) = A0 +A1t+A2t
2 +A3t

3 . (14)

Taking the derivative of θ(t), we can see the joint speed θ̇(t) and joint acceleration
θ̈(t). Thus, four equations on factors can be drawn out, see the following formula

θ0 = A0 , A1 = 0 , θe = A0+A1te+A2t
2
e +A3t

3
e , A1+A2te+3A3t2e = 0 . (15)

The processing of joint space trajectory is a circulated process. Therefore, we
only need to make planning following the steps above to accomplish the whole motion
planning.

However, passing the intermediate point can be classified into two conditions:
the speed is 0 or is not 0. When the speed is 0, we can process it according to the
solutions above. When it is not, we need to process it based on the following steps.
So the constraint condition that needs to be changed when speed isn’t 0 is:

θ̇(0) = θ̇0, θ̇(te) = θ̇e . (16)

The intermediate point value produced during joint space planning when us-
ing interpolation arithmetic is the joint angle value. The intermediate point value
produced during task space planning is the three-dimensional coordinate values in
Cartesian space. But the mobility of manipulators are realized by the coordinated
motion of many joints, during which, a large number of arithmetical operations are
needed, which leads to a longer control period.

When interpolating among task space, there are two frequently-used methods:
linear interpolation method–work out the relative joint angle value through inverse
operation, move to realize the required trajectory, and at the same time, the con-
tinuity of various points are approved; arc interpolation arithmetic, which includes
planar arc interpolation arithmetic and space arc interpolation arithmetic.
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5. Results

5.1. Kinematic control method

During the practical applying, the freedom degree of manipulator is about 8, to
realize the change of end position, we need 6 task vectors at most. So, manipulator
is of redundancy, and can be used to accomplish some extra submissions.

The kinematic equation of manipulator is

x = f(q), ẋ = J(q)q̇ . (17)

In this formula, x is the task space vector quantity of dimension m of the manip-
ulator, q is the joint space vector quantity of dimension n, ẋ and q̇ are the relative
speed, f is the forward direction kinematic relation of them, J (q) is the Jacobian
matrix in line m list n.

When m < n, the mobile manipulator is a redundant manipulator, resulting in
non numerous inverse solution of formula (17). However, there are many methods to
accomplish the control on mobile manipulator, whose frequent subtasks are a large
number. We work out this equation by choosing weighted least square method and
by which to solve joint limits and avoid problems.

The expected result of this research: when the joint of manipulator is close to
joint limits, constraint the subtask of joint obstacles-avoidance to ensure the safety
of its hardware. When the joint is far away from the joint limits, do not constraint
the subtasks any more, thus to ensure the realize of main tasks, and gain a well
accuracy in end task control.

The operation plan of weighted least square method is: introduce matrix and
vector quantity to meet the equation

Jw = JW−
1
2 , q̇w =W

1
2q̇ . (18)

Here, W ∈ Rn×n is symmetric positive-definite weighted matrix, we can work
out that

ẋ = Jq̇ = Jwq̇w . (19)

If the Jacobian matrix is nonsingular, then the weighted least square solution of
formula (19) is:

q̇ =W−1JT
(
JW−1JT

)−1
ẋ . (20)

As to joint obstacles-avoidance, there is:

H (q) =

n∑
i=1

(qu − qd)2

4(qu − qi)(qi − qd)
. (21)

In this formula, qi is the number i joint angle, qu and qd are the upper and lower
limits of the mobility range of joints respectively.
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5.2. Simulation experiment

Let (x0, y0, z0) refer to world coordinated system and (x1, y1, z1) be the coordi-
nate system of mobile joints. The left 7 are the coordinate system of 7 joints of the
manipulator. The relative D-H parameter is shown in Table 1.

Now we will conduct simulation study on joint limits avoidance through weighted
least square method. If the initial joint position is

qi = [0.26 200 90 80 250 105 180 135] ,

where the unit of 0.26 is “m”, the others are “◦”. Then, the relative joint position is

0T8i =


0.0502 0.1855 0.9811 0.3304
0.2005 −0.9638 0.1722 0.8396
0.9779 0.1880 −0.0853 0.2571

0 0 0 1

 .
Table 1. D-H parameter

Joint J1 J2 J3 J4 J5 J6 J7 J8

Rotation angle
α (◦)

0 90 90 90 90 90 0 90

Connecting rod
length a (mm)

0 0 0 0 0 0 1.2 0

Connecting rod
deflection dis-
tance d (mm)

0.26* 68 5 156 325 -5 0 0

Joint angle θ
(◦)

90# 0 180 180 90 180 180 90

Note: *is variation and # is fixed value.

Its position in task space is

x(0) = [0.4776 0.8652 0.2443 0.2083 1.3247] .

The whole motion cycle is 4 s, and the objective position of task space is

x(4) = [0.5501 1.0647 0.3998 0.4699 1.0528] .

The results are shown in Figs. 8–10. In Fig. 8 we can see that the whole motion
process is steady and soft, realizing joint avoidance. Figure 9 shows that the speed
changes smoothly during the whole process of motion, and without reaching the
joint speed limits. From Fig. 10 we can see that the error precision of trailing the
main task is 10−3, accomplishing both the main task and subtask of joint obstacles–
avoidance.
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Fig. 8. Joint location (the horizontal axis is joint angle value, vertical axis is
degree, i.e.“◦”

Fig. 9. Relationship of joint speed and revolutions per minute

Fig. 10. Trailing error of the main task of joint limits avoidance
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6. Conclusion

Based on the experimental results for the wheeled mobile table tennis manipula-
tor, the mobile parts of the manipulators are designed to construct the whole mobile
manipulator. From the perspective of freedom range, it is proved that mobile ma-
nipulator improves its redundancy and the flexibility when processing subtasks like
joints obstacles-avoidance, space obstacles-avoidance and so on. In addition, the
weighted least square method is selected to complete the research on subtask of
the manipulator (joint limits obstacles-avoidance), which proves the validity of this
method. Moreover, it is concluded that the heavy weight of the mobile parts can
lead to a greater movement inertia. Therefore, it is necessary to avoid moving by a
large margin to control accuracy during distributing the joint speed. Meanwhile, it is
believed that this problem will also be refined specifically in the following researches.
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Electric braking method in
hydroturbine generating unit and

transformation scheme

Yantian Zhang1, Yuhang Chen2, Jinsong Tao2, 3

Abstract. The purpose of this paper is to study the electrical control and reconstruction of
hydroelectric generating units. In general, there are two kinds of braking methods for hydraulic
turbines: mechanical braking and electrical braking. The mechanical braking method has the dis-
advantage of low automation. Through the research and analysis of practical examples, a modified
scheme of the combination of electric and mechanical braking water turbine generator sets is put
forward. First of all, from the aspects of moment control and the design scheme, a detailed expla-
nation on the electric braking method is introduced. The range and scope of application of various
schemes concerning the advantages and disadvantages of different design schemes on the electric
braking system is discussed. Secondly, based on the existing situation and transformation requi-
sition of the generating unit electric braking system in Pingban hydropower station, this research
is conducted. It is also the necessity and availability of the transformation. Finally, the concrete
transformation scheme on the electric braking system in Pingban hydropower station is expressed
in detail. The results show that the scheme improves the operating efficiency of hydroelectric
generating units. Therefore, it is concluded that electrical control has important significance for
hydroelectric generating units.

Key words. Hydroturbine generating unit, electric braking, mechanical braking, transfor-
mation scheme.

1. Introduction

During the working of electric system, the hydropower station generating unit is
in the functions of peak load regulation of power grid and emergency standby [1–2].
Hydroturbine generating unit has two kinds of braking methods: electric braking
and mechanical braking [3]. In general, the mechanical braking method creates the
braking effect through the fraction drag generated by the touching of brake valve and
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brake ring, whereas the electric braking works through consuming the main power
in a form of electricity and generating reverse electromagnetic force in the motor [4].

The generating unit employs traditional braking method: mechanical braking
method, which is reliable, convenient and widely applicable, with low energy con-
sumption [5]. Its braking effect will not be influenced by faults like power interrup-
tion or short-circuit of line owing to its high reliability and safety [6]. However, this
mechanical braking method also has some shortcomings, for example, the powder
generated during the braking process may enter the ventilation ducts, and powder
accumulation during long periods of time will downsize the cross-section area of
ventilation ducts and result in loss in cooling effect. During the process of braking,
the surface temperature of the braking ring will increase rapidly, leading to thermal
distortion and even crack. The airlock sometimes cannot fall itself, so our person-
nel will inspect the wind tunnel at every stop of it, which also lowers its level of
automation [7].

To resolve the problems in mechanical braking, we conduct electric braking on
hydroturbine generating unit here. Electric braking refers to a non-contact braking
method based on synchronous motors electromagnetic induction principle, whose
advantages lie in the high level of automation, high reliability and efficiency, as
well as low abrasion and pollution [8]. On account of this, we analyze the electric
braking moment control of generating unit and the influence on relay protection.
We also design the transformation scheme for the electric braking system in Pingban
hydropower station generating unit concerning the setbacks.

2. State of the art

During the practicing process of hydroturbine generating unit, the electric brak-
ing moment changes a lot, which is much more obvious especially when the gener-
ating unit speed decreases to be in a low statue [9]. In general, the electric braking
moment is larger than the ultimate moment of the principal axis system [10]. So,
there is some kind of danger. To ensure the safe operating of the generating unit, the
electric braking system will be installed on the generating units that are frequently
switched on and off, in order to better control the braking moment around rated
torsion moment Me. The ultimate moment of principal axis system T [11–12] can
be expressed as:

T = KMe . (1)

In this formula, K refers to the safety factor (often being 2.5). And the torsion
moment of the principal axis system in generating unit M can be identified as:

M =
60 ∗ PM

2πn
, PM = P2 − PCu . (2)

In this formula, PM is the generator electromagnetic power, P2 is the electric load
power. When the hydroturbine generating unit is under the rated speed (Ne), the
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rated power(Pe) is in the condition of (Pe = P2), then Me can be identified as

Me =
60(Pe − PCu)

2πNe
Pe =

√
3UeIe cosφ . (3)

Here, φ is generator power factor, and Ie is the excitation current. If the copper
loss of the stator winding is omitted, then

Me =
60Pe

2πNe
=

60(
√
3UeIe cosϕ)

2πNe
. (4)

If the electric braking moment ME is not larger than Me, then

60 · 3I2kR
2πn

≤ 60(
√
3UeIe cosϕ)

2πNe
. (5)

In this formula, Ik is the braking current. During the process of electric braking,
ME < Me at first. If Ik = Ie, and remains constant, there is no need to modulate
Ie to change Ik. This is the braking phase I. If the speed of generating unit keeps
decreasing, ME = Me, until the generating unit stop completely. This is braking
phase II.

If Ik = Ie and remains constant, and also ME < Me and n is the variable, then

60 · 3I2kR
2πn

<
60 · 3(

√
3UeIe cosϕ)

2πNe
→

√
3IeR

Ue cosϕ
<

n

Ne
. (6)

The critical rotating speed value is

n∗1 =

√
3IeR

Ue cosϕ
. (7)

In this phase, the excitement current must be regulated, and keeping ME around
Me. That is

60 · 3I2kR
2πn

=
60 · (

√
3UeIe cosϕ)

2πNe
. (8)

Because Ik and n are all variables, then

I2k =
n

Ne
· UeIe cosφ√

3R
. (9)

From this, we can see that if keeping the value of ME around Me, we just need to
regulate Ie and n, ensuring that they satisfy the relationships in formula (9).

3. Methodology

Hydroturbine generating unit is often equipped with independent electric braking
device, as shown in Fig. 1.
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Fig. 1. Structure of independent electric braking device (note: LB—excitation
transformer)

his device is applicable for all hydroturbine generating units. But it requires to
set panel additionally, adding to the cost and difficulty in setting. However, to over-
come the setbacks of independent electric braking method, some foreign researchers
proposed a new mode of combining the electric braking of the generating unit with
the excitation system [13–15], as shown in Figure 2.

Fig. 2. System block diagram of combining electric braking with excitation system
in generating unit (notes: QF1—circuit breakers, QF2—short circuiting switch,

QF3—braking switch, QFdm—magnetic blow-out switch)

After analysis of Fig. 2, we can see that this mode can decrease costs to a large
extent and also downsize the floor space. It belongs to an economic mode, deserving
to be put into use.

In the practical process of operating, however, the mechanical braking of the
generating unit is also an indispensable part, because electric braking only applies
to the normal shutdown of generating unit or the emergency shutdown of non-
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mechanical generating unit [16]. Therefore, to improve the operating situation of
thrust-bearing liner at low rpm, most manufacturers employ composite braking of
electricity and mechanics at low rpm. The braking effect is better when starting the
mechanical braking system at 10% of the rated rotation speed [17].

4. Result analysis and discussion

4.1. About the hydropower station

We conduct this research with pingban hydropower station as an example. There
are 3 hydroturbine generating units with 135MWh in this station. The area of
reservoir-controlled basins is 56000 km2, the average annual flow rate is 616m3/s,
the average annual volume of runoff is 1.94×1010 m3. The normal storage level is
440m, and the total reservoir storage is 2.78×108 m3.

4.2. Analysis on the necessity and availability of transfor-
mation

The braking method that Pingban hydroturbine generating unit employs is me-
chanical braking. The operating time and braking time is a bit long. The brak-
ing method combining electricity and mechanics refers to decreasing the rotating
speed of the generating unit by conducting mechanical braking fraction moment
rather than electric braking moment on the generator during stop [2], thus to re-
alize its braking effect. Furthermore, the hydroturbine generating unit in Pingban
hydropower station is switched on or off frequently. So, to avoid intensifying the
system abrasion and improving mechanical durability, it is necessary to transform
the mechanical braking method to the method of combining electric braking and
mechanical braking.

Based on the above analysis on operation process and other aspects of electric
braking moment, we can work out the decelerated curve of the generating unit
(Fig. 3). The following is about the calculation on the basic parameters of 4 hydro-
turbine generating units. The original computed parameters of generating unit are
expressed in Table 1.

From Fig. 3, we can see that it needs 290 s for the generating unit to stop from
the rated rotating speed, among which, the time length from the start of electric
braking to stop is 230 s.

According to the development and construct situation of Pingban hrdropower
station in recent years, we choose the electric braking point of short circuit at the
generator outlet. From the generator outlet to the low voltage side of main trans-
former, the main circuits are PT cabinet (set at the middle level of the main power
house), generator outlet CT, excitation transformer, and generator circuit-breaker
respectively. In addition, the equipment needed additionally involves [18] an electric
braking switch and braking transformer.

Table 1. Original computed parameter of generating unit
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Fig. 3. Decelerated curve of the hrdroturbine generating unit (notes: S = n/nN,
the rotating speed of electric braking is 0.05nN, which is 100 rpm and braking

current I = In

Parameter Value Parameter Value

Rated powerPN 220MW Specific rotating
speed nx

150 rpm

Rated voltage UN 18 kV Stator core inside
diameter Di

8.06m

Rated power factor
cos θ

0.9 Stator core length
Li

2.70m

Rated current IN 7857A Stator direct
axis relative syn-
chronous reactance
Xd

1.057

Rated rotating
speed of the gener-
ating unit ne

200 rpm Stator winding
phase resistance R

0.00156Ω

Flywheel moment
GD2

21250 tm2 Weight of rotating
part of generating
unit FR

690 t

Runner diameterD 4.5m Unit pressure of
trust bearing

42.13 kg/cm2

Design head Hd 185m Mechanical time
constant Tmec

9.487 s

4.3. Design on the transformation scheme

The core concept of this transformation scheme can be generalized as follows:
If setting the electric braking switch on the generator outlet, when the generating

unit splits with the system, and the water distributor is closed, the rotating speed
will decrease rapidly under the concerted effect of different moments [19]. When
the speeding rate decreased to 50% of the rated rotating speed, make the electric
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switch working. At the same time, decrease the rotating speed of the generating
unit rapidly by adding excitation in the generator via electric braking transformer.
When the rotating speed increase to 5% or 6% of the rated rotating speed, set the
mechanical system to work, and the braking effect can be realized by decreasing the
rotating speed to 0.

The relative parameters designed based on the designing principle of electric
braking system are shown in Table 2.

Table 2. Relative parameters of electric braking system

Parameter Value Parameter Value

Rated power 220MW Excitation trans-
former ratio

18 kV/670V(676V)

Rated terminal
voltage

18 kV Excitation trans-
former capacity

3×600 kVA

Rated excitation
voltage

301V No-load excitation
current

850A

Rated excitation
current

1565A No-load excitation
voltage

122V

Thepreliminary plan of this research is that: based on the general design mode
for the electric braking system in the hydroturbine generating station, the electric
braking system can adopt excitation system and share the same rectifying and con-
trolling system with the electric braking system, and it is also possible to have two
systems independents to each other. However, in sight of the practical operation of
Pingban secondary power station, the primary excitation system has not concerned
the practical situation of the electric braking function. The following text is about
the detailed scheme of electric braking excitation and the controlling system and the
allocation plan.

Without changing the preliminary excitation system, add a braking transformer,
switch of low voltage side of excitation transformer, switch of direct current side
of excitation and electric braking switch. What is more, add a set of independent
rectifying device and electric braking controlling system.

The main circuit of the electric braking system employs independent electric
braking device. To decrease the investment in this transformation scheme, the recti-
fying system uses the full bridge diode rectification. The schematic wiring diagram
of this scheme is in Fig. 4.

Based on the above transformation scheme, considering the insulation of electric
braking system and excitation device of the generating unit, an electric braking
device completely independent from the former excitation system can be chose to
ensure the operation of generating unit even when the electric braking device has
faults, without influencing the normal on-load operation of the generating unit.
Based on this, we designed the wiring diagram of primary electric braking equipment
(seeing Fig. 5), which also increase the safety of the system.
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Fig. 4. Schematic wiring diagram

Fig. 5. Wiring diagram of electric braking primary equipment

5. Conclusion

Most large-scale hydropower generating units employ traditional mechanical brak-
ing method. To shortcut the operation time of the generating unit at low rpm, it
must go into a penalty brake continuously. Using the mechanical braking system at
high rotating speed may abrade the braking panel. Therefore, considering the safety
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of the system, we should choose the electric braking method. We conduct a detailed
study on electric braking and its transformation scheme form the following aspects:
first, we analyze the principle of electric braking and divide the electric braking
moment control of hydroturbine generating unit into 2 phases, and also construct
the modules of these phases concerning their different features. The demarcation
point of the two phases is critical speed of rotation. Second, in addition, we dis-
cussed those three schemes of the electric braking of generating unit respectively,
and analyzed the applicable range and environment of different schemes, providing
the theoretical support for the following transformation scheme. Third, concerning
the transformation requirement of the braking system of generating unit in Ping-
ban hydropower station, we analyzed and discussed the necessity and availability
of the braking method transformation. Involving the practical engineering exam-
ple, we designed the transformation plan for the electric braking system of Pingban
hydropower station, and also express the possible safety issues of the system after
transformation.
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Application of electronic information
technology in modern logistics system

Lian Dai1, Yulin Lai1, Mengliang Shao1

Abstract. With the rapid development of the financial market, in order to further explore the
application of electronic information technology in modern logistics system and the importance and
necessity of electronic information technology for modern logistics enterprises, the characteristics of
modern logistics were summarized through the method of empirical analysis in this paper, and the
necessity and importance of electronic information technology for logistics system were put forward.
And how to apply several modes of electronic information technology to logistics enterprises was also
discussed. Finally, some innovative suggestions and views on the adjustment of social environment,
resources and industrial structure and the implementation of effective and practical electronic
information means were put forward.

Key words. Electronic information technology, modern logistics system, MRP.

1. Introduction

Since twenty-first Century, with the continuous development of electronic infor-
mation technology, electronic information technology has played a very important
role in many fields, and its influence has been constantly expanding. There is no
doubt that this has affected the development of market economy and the improve-
ment of people’s living standard to some extent [1]. Electronic information technol-
ogy has also been applied to the field of logistics systems. Electronic information
technology has brought a lot of benefits and convenience to the logistics system,
which has improved the work efficiency of the logistics system, solved the problem
of many traditional problems in the logistics system, and reduced the error that can’t
be avoided in the logistics system, thus reducing the economic losses to the managers
of the logistics system and providing a safe, practical and reliable guarantee.

In the current environment, it is the peak period of globalization, global devel-
opment is an inevitable trend of the international, and the development is very fast
[2]. It is this background that leads to the globalization of electronic information
technology. In the western developed countries, electronic information technology

1Guangzhou Nanyang Polytechnic, Guangzhou, Guangdong, 510925, China
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is not only popularized in the logistics system, but also has more and more obvious
advantages in the purchasing, selling and production links of enterprises. There-
fore, the electronic information technology has a very potential in the new era of
development background, which will bring better development space for the modern
logistics system [3].

2. State of the art

In twenty-first Century, the level of development of science and technology can
reflect the comprehensive competitive power of a country, which can also reflect
the status of a country in the world. With the development of network, electronic
information technology has also developed rapidly [4]. By analyzing the content and
structure of the electronic information technology, some problems in the course of
development can be found out. More specific and objective analysis can be carried
out only after understanding the background of the re-development of electronic
information technology.

In the course of the development of electronic information technology, the training
of talents is lacking. Although in the present situation, more and more talented
people emerge, talent who is more suitable for electronic information technology is
very scarce, and the specific research is also very simple. Therefore, it is necessary
to meet the needs of some complex talents [5]. In the development environment of
the domestic electronic information market, there are all kinds of counterfeit and
false environment, which is not conducive to the development of China’s electronic
information technology and the updating of modern logistics system [6]. Under the
current development background, it is difficult to develop the electronic information
technology without strict laws. Electronic information technology is in a period of
rapid updating and development, and it is a new technology with long influence
and potential, which can not only improve people’s quality of life, but also can
play a certain role in the modern logistics system [7]. The application of electronic
information to broaden the knowledge of data can make the logistics system more
comprehensive and complete.

3. Methodology

Electronic information technology can ensure the efficiency of the logistics sys-
tem, and information, funds and other materials can be ordered distribution. The
modern logistics system mainly includes the computer software technology, the net-
work technology, the bar code technology, the radio frequency identification technol-
ogy and so on [8]. The general understanding of electronic information technology
mainly includes computer hardware technology and computer software technology.
For the training of modern logistics enterprises, if there is lack of the protection of
electronic information technology, there is no corresponding legal support, and then
electronic information technology will be difficult to continue to develop, and the
fair competition in the market will be broken up [9]. Electronic information tech-
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nology has also been applied to the field of logistics systems. Electronic information
technology has brought a lot of benefits and convenience to the logistics system,
which has improved the work efficiency of the logistics system, solved the problem
of many traditional problems in the logistics system and reduced the error that can’t
be avoided in the logistics system. Electronic information technology has been also
widely used in modern logistics system, and the main technical means used in mod-
ern logistics system include the following two branches [10]. The block diagram of
electronic information technology is depicted in Fig. 1.

Fig. 1. Block diagram of electronic information technology

Computer hardware technology refers to a wide range of logistics systems in a
basic technical means. It includes the traditional technology of computing hardware,
such as operation technology and equipment technology, storage technology and data
transmission technology and so on, which provides a certain guarantee through pow-
erful and broad hardware facilities, and is widely used in modern logistics. Although
computer hardware technology cannot determine the key to logistics management,
it also affects the efficiency of its work. In computer software technology, a variety of
software management and transportation management software and other technical
means are needed [11]. The application of computer software technology mainly
aims at providing technical support for the development of logistics activities in the
logistics management system, and there are many branches of computer software
technology classification.

The application of electronic information technology is very extensive, and differ-
ent technologies play a far different role in the modern logistics system. Electronic
information technology refers to a very important configuration technology in the
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modern logistics system, which is mainly to plan and control the production and
operation of enterprises. From the adjustment and control of the procurement of
modern logistics enterprises, the product structure and procurement list can be un-
derstood, so as to achieve centralized logistics system effective management [12].
For the training of modern logistics enterprises, if there is lack of the protection of
electronic information technology, there is no corresponding legal support, and then
electronic information technology will be difficult to continue to develop, and the
fair competition in the market will be broken up. Electronic information technology
has been applied to the field of logistics systems. Electronic information technology
has brought a lot of benefits and convenience to the logistics system, which has
improved the work efficiency of the logistics system, solved the problem of many
traditional problems in the logistics system and reduced the error that cannot be
avoided in the logistics system. Enterprise resource planning technology, referred to
as ERP technology, is a new technology implemented in the internal management
of logistics enterprises, which uses modern electronic information technology to or-
ganize the concept, process and data analysis of logistics enterprise management,
including manpower and material resources arrangement and so on. ERP technol-
ogy is a new system which combines computer, electronic hardware and software.
It not only greatly reduces the expenditure of logistics enterprises in management,
but also improves the competitive ability of enterprises. The following table shows
the comparison of several techniques.

Table 1. Comparison of several techniques

Variable Value of ADF Value of P Inspection type

ln debt -1.25 0.62 (c,0)

D (ln debt (−1)) -1.56 0.01 (c,0)

ln tax -1.41 0.55 (c,0)

D (ln tax (−1)) -2.41 0.01 (c,0)

ln gov -0.10 0.93 (c,0)

D (ln gov (−1)) 0.53 0.02 (c,0)

ln gdp -2.73 0.10 (c,0)

D (ln gov (−1)) 1.90 0.10 (c,0)

Through comparison of several technologies, the application of modern logistics
enterprises is not entirely suitable for modern logistics system, which still needs
constant improvement to make greater influence on the logistics system. Through
the investigation of various electronic information technologies, a new electronic
information technology is found out, which is more perfect and more suitable for
modern logistics enterprises, that is, supply chain management technology.

The emerging electronic information technology refers to the design planning
and detailed control in logistics system, which can improve the competitiveness of
logistics enterprises in the market economy, promote efficiency through the supply
chain, and realize the purpose of increasing the efficiency of logistics enterprises.
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In short, this technology is responsible for the management of sales orders in
modern logistics enterprises. Through this foundation, the management ability be-
tween the enterprise and customer can increase continuously, and can make the
customer leave a better impression to the enterprise [13]. The main targets are
financial communication and customer interaction. At present, it has a strong com-
petitive advantage, and it is one of the main new technologies of modern logistics
system. And supply chain technology can ensure that each aspect can be carried out
in an efficient and orderly way [14]. The above is the principle of supply chain tech-
nology, and with this principle, a small modern logistics system can greatly reduce
labor costs, and save production costs, so that it is more suitable for most modern
logistics enterprises [15]. The figure below shows how logistics enterprises manage
warehousing goods through supply chain management techniques.

Fig. 2. How logistics enterprises manage warehousing goods through supply chain
management techniques

4. Result analysis and discussion

4.1. Test of the influence of electronic information technol-
ogy on logistics system

Through the analysis, supply chain technology is more suitable for most modern
logistics enterprises. Therefore, the empirical research on the enterprises which had
already applied the supply chain technology was carried out. Taking supply chain
technology as an example, the influence degree of electronic information technology
on modern logistics was studied in this paper. The following table shows the global
supply of supply chain technology in recent years, and the impact analysis of other
data after using the supply chain of this electronic information technology.

In order to verify the feasibility and reliability of the above model, the relevant



160 LIAN DAI, YULIN LAI, MENGLIANG SHAO

data of logistics enterprises applying electronic information technology were statis-
tically analyzed, and the empirical analysis was carried out. The details are shown
in Table 2. The data was selected from years 1978–2014, so that there were in total
37 sets of data.

Table 2. Test on the impact of electronic information technology on logistics enterprises

Particular year Electronics and
information
technology
(Debt)

The increasing
rate from elec-
tronics technol-
ogy

Government
expenditure
(Gov)

GDP (Gdp)

1978 8058.1 2040.8 1303.6 9064.6
1979 8370.3 947.4 1107.7 7262.0
1980 8682.5 775.6 847.6 5998.5
1981 8994.7 700.0 713.6 5340.2
1982 9306.9 629.9 654.7 4896.0
1983 9619.1 571.7 637.4 4551.6
1984 9931.3 537.8 572.5 4067.7
1985 10243.5 519.3 480.0 3650.2
1986 10555.7 4255.3 5130.7 35524.3
1987 10867.9 3296.9 3933.9 27068.3
1988 11180.1 2990.2 3084.1 21895.5
1989 11492.3 2821.9 2576.1 18774.3
1990 11804.5 2727.4 2265.1 17090.3
1991 12116.7 2390.5 1901.7 15101.1
1992 12428.9 2140.4 1601.4 12102.2
1993 12741.1 2090.7 1446.0 10308.8
1994 13053.3 9262.8 12688.0 84883.7
1995 13365.5 8234.0 10930.4 79429.5
1996 13677.7 6909.8 9457.2 71572.3
1997 13989.9 6038.4 8152.8 61129.8
1998 14302.1 5126.9 6859.8 48459.6
1999 14614.3 10682.6 14767.0 88989.8
2000 17614.2 12581.5 16741.5 98562.2
2001 20614.0 15301.4 17908.4 108683.4
2002 23614.1 17636.5 19095.4 119765.0
2003 26614.5 20017.3 20297.7 135718.9
2004 29614.6 24165.7 22637.9 160289.7
2005 32614.2 28778.5 26371.8 184575.8
2006 35015.3 34804.4 30775.8 217246.6
2007 52074.7 45621.5 36645.4 268019.4
2008 53271.5 54223.8 42408.0 316751.7
2009 60237.7 59521.6 46432.1 345629.2
2010 67548.1 73210.8 53450.9 408903.0
2011 72044.5 89738.4 65047.2 484123.5
2012 77565.7 100614.3 73181.8 534123.0
2013 86746.9 110530.7 81245.9 588018.8
2014 95655.5 119175.3 86523.3 635910.0
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As shown in the above Table 1, in the last five years, the electronic informa-
tion technology had a great influence on the investment income and time cost of
logistics enterprises. With the development of the market economy, the electronic
information technology was positively related to the investment income of the logis-
tics enterprises, and was negatively related to the time cost. After data collation,
the data were checked by ADF. The result is shown below.

As can be seen from Fig. 3, after the first difference, all the roots were within the
unit circle, which indicated that the time series was stable, and thus the stability of
the model was determined. Finally, the pulse impact analysis was carried out, and
the delivery error variable was used as the explanatory variable, and the remaining
three variables were used as explanatory variables, so as to analyze the distribution
error growth rate of the electronic information technology to the logistics enter-
prises and sample firms, and get the influence degree of the electronic information
technology on the logistics enterprises. The result is shown in Fig. 4.

Fig. 3. Discrete rate of geographic information system

In China, there are many examples of the benefits of using electronic technology,
such as Haier model - proprietary logistics system, and Haier logistics features can
be summarized as the strength of the logistics company. In 1999, Haier began to
implement business process reengineering with the "market chain" as a link, and
took the order information flow as the center, so as to drive the logistics, business
flow and capital flow operation, the logistics operation mode was increasingly at-
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tracting people’s attention. For Haier, the first is to achieve three "zero" goals: zero
inventory, zero distance and zero working capital. The second is to win the core
competitiveness in the market competition.

Fig. 4. Influence degree of electronic information technology on logistics enterprises

From the above detailed analysis, it is not difficult to draw a conclusion: with the
development of time, the impact of new electronic technology on logistics enterprises
has been playing a very important role, especially in the increase of investment
income, the saving of enterprise time cost and the decrease of enterprise delivery
error. However, in the application of specific electronic information technology,
the actual situation of logistics enterprises should be analyzed, and we can’t be
anxious for success. For example, in the small scale of modern logistics system, the
supply chain model of electronic information technology is more conducive to the
development of logistics system. Electronic information technology is a necessary
factor to improve the efficiency of modern logistics system, which can not only
improve the comprehensive ability of the logistics system, but also can improve
the competitiveness of logistics enterprises in the market economy, and bring more
benefits for enterprises.

With the continuous progress and development of social economy, electronic in-
formation technology is bound to become a new technology means, and will also
play an important role in modern logistics system. Electronic information technol-
ogy has become one of the most popular technologies of the logistics industry. And
its application is very extensive, including the cargo tracking, monitoring, system
identification, and logistics management and warehousing and distribution links and
so on. Especially in the modern logistics system, the container automatic identifica-
tion function is the only one that can automate the tracking of cargo management
in the current situation, which can identify all kinds of invoices, lists and labels
of customers, reduce the utilization of labor, and greatly improve the efficiency of
the management of enterprises. However, there are still many problems and some
severe tests in the development of electronic information technology because of the
immature development of electronic information technology, which should be solved
in a planned way.
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For the problems of the electronic information technology in the logistics enter-
prises, some suggestions can be through research: the social environment, resources
and industrial structure should be adjusted, and the effective and practical electronic
information means should be implemented. For example, the global positioning tech-
nology, RF technology and others can be used to improve the logistics system; the
existing problems should be constantly summed up, so as to contribute to the devel-
opment of electronic information technology and affect the efficiency of the modern
logistics system.

5. Conclusion

In recent years, with the rapid development of the economic market, the electronic
information technology has mushroomed. At present, the electronic information
technology information has become an integral part of the modern logistics system,
and the logistics system can’t be separated from the operation of electronic infor-
mation technology. Electronic information technology can ensure the efficiency of
the logistics system, and information, funds and other materials can also be ordered
distribution. The modern logistics system mainly includes the computer software
technology, the network technology, the bar code technology, the radio frequency
identification technology and so on. The characteristics of modern logistics were
summed up through detailed data in this paper, and the necessity and importance
of electronic information technology for logistics system were put forward. If the
electronic information technology is integrated into the logistics system, and the
logistics system and the electronic information technology are combined effectively,
the modern logistics system can still have huge development space. In addition,
how to further apply several modes of electronic information technology to logistics
enterprises was also discussed. Through these patterns, the problems that should
be paid attention to and the ways to solve them were expounded. Through the
empirical research of the electronic information technology in the modern logistics
system, it is concluded that the future development trend of the electronic infor-
mation technology in the modern logistics system will certainly promote the global
economy to be on the right track.

References

[1] X.Y. Li, H.Wang, X.N.Wang, W. Zhang, Y. L.Tang: The application analysis
of cloud computation technology into electronic information system. Applied Mechanics
and Materials 556–562 (2014), Chapter No. 9, 5552–5555.

[2] S.Y.Tong, J.Wan: China’s supply-side reform: The rationale and implications.
East Asian Policy 8 (2016), No. 4, 44–54.

[3] S. Limwattananon, S.Neelsen, O.O’Donnell: Universal coverage with supply-
side reform: The impact on medical expenditure risk and utilization in Thailand. Jour-
nal of Public Economics 121 (2015), 79–94.

[4] Y.C. Liu, G.,X.Yu, Y.Y.Yan: Study on the development status and countermea-
sure of Xinjiang jujube industry. Northern Horticulture 391 (2013), No. 18, 91–99.



164 LIAN DAI, YULIN LAI, MENGLIANG SHAO

[5] D.B.Berlin, M. J.Davidson, F. J. Schoen: The power of disruptive technological
innovation: Transcatheter aortic valve implantation. Journal of Biomedical Materials
Research Part B: Applied Biomaterials 103 (2015), No. 8, 1709–1715.

[6] B. J. Zhang, M.B.Yi, J. F. Song, D. S.Gao, N.H. Zhu, R.H.Wu, W.Wang:
High-speed and high-power 1.3 mu m InGaAsP/InP selective proton-bombarded buried
crescent lasers with optical field attenuation regions. Japanese Journal of Applied
Physics Part 1: Regular Papers short notes and Review papers 38 (1999), No. 12A,
6729–6731.

[7] Y.H. Zhao, H.M. Li, L. F.Qin, H.H.Wang, G.QChen: Disruption of the poly-
hydroxyalkanoate synthase gene in aeromonas hydrophila reduces its survival ability
under stress conditions. FEMS Microbiology Letters 276 (2007), No. 1, 34–41.

[8] M.Crowley, D.Tope, L. J. Chamberlain, R.Hodson: Neo-taylorism at work:
Occupational change in the post-fordist era. Social Problems 57 (2010), No. 3, 421–
447.

[9] X.Y. Liu: Design of logistics information system based on RFID technology. Applied
Mechanics and Materials 608–609 (2014), Chapter No. 3, 343–346.

[10] M. Exon-Taylor: Beyond MRP: The development of a modern scheduling system.
Logistics Information Management 8, (1995), No. 1, 17–23.

[11] T.Bhavan, C.Xu, C. Zhong: Growth effect of aid and its volatility: An individual
country study in South Asian economies. Business and Economic Horizons 3 (2010),
No. 3, 1–9.

[12] J.Hudson: Consequences of aid volatility for macroeconomic management and aid
effectiveness. World Development 69 (2015), 62–74.

[13] S.Hao, Y.Na: More focus on the macro-economic management of the supply side:
An active adjustment adapting to the change of international and domestic situations.
Contemporary Economy & Management 37 (2015), No. 4, 8997–9006.

[14] E. Shnaider, N.Haruvy, A.Yosef: Do macro-economic factors influence financial
management decision making? The Israeli economy in perspective. Journal of Financial
Management and Analysis 28 (2015), No. 2, 64.

[15] G. Spolander, L. Engelbrecht, A. P. Sansfaçon: Social work and macro-
economic neoliberalism: Beyond the social justice rhetoric. European Journal of Social
Work 19 (2016), No. 5, 634–649.

Received June 29, 2017



Acta Technica 62 No. 1B/2017, 165–174 c© 2017 Institute of Thermomechanics CAS, v.v.i.

Field programming technology for
instrument sensor’s correction

parameter

Jian Yang1, Linbin Wu1, 2

Abstract. In the process of industrialization, a large number of mechanical equipment has
been gradually applied to the development of various industries. The field programming technology
for instrument sensor’s correction parameter has a very important impact on the maintenance of
equipment. In order to better improve this technology, first of all, the related concepts of field
programming technology for instrument sensor’s correction parameter were clarified through the
reading of relevant data in this paper. Then, the temperature sensor was used as an example to
further verify that the field programming technique for instrument sensor’s correction parameter is
obviously superior to traditional correction technique in sensor repair. The purpose of this research
is to provide a theoretical basis and scientific support for the development of China’s machinery
industry.

Key words. Instrument and meter, sensor, correction parameter, field programming tech-
nology.

1. Introduction

With the development of the times, the world’s economic level has developed to
a great extent in the current era. Especially with the new era theme of peace and
development, all sectors of the world have made progress and promotion. In some
machinery manufacturing industry, its development has gradually become the basis
for the development of various fields of the times. The development of the machinery
manufacturing industry has provided certain impetus and positive influence for each
profession’s development. In the development of machinery industry, the applica-
tion of some equipment and the application of instrument sensor have been gradually
generalized. Instrument sensors play an important role in many industries, which
are very important to normalize the running state of some equipment and monitor
the whole operation process of the equipment. However, in the traditional mechan-
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2Corresponding author
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ical manufacturing industry, because there is a big error in the making process of
instrument sensor, which causes a certain negative impact on the normal operation
and maintenance of related industries and equipment. With the rapid development
of science and technology, more innovative science and techniques have been created
and gradually applied to various industries, and they have brought some positive
impetus for the development of these industries. As one of the important science
and technology, computer technology plays an important role in the development
and progress of various industries. And in this trend, the computer industry has
gradually combined with various traditional industries, which have brought about
certain results for the development of these industries. The purpose of this research
is to analyze the influence of field programming technology on the instrument sen-
sor’s correction parameter, so as to provide a reference for the development and
theoretical improvement of instrument sensing technology in our country.

2. State of the art

Since the industrial revolution, the present era has begun to develop in the pro-
cess of industrialization. In this trend, more and more mechanical equipment has
been gradually applied to people’s production and life. The application of the me-
chanical equipment is very important to people’s production and life [1]. However,
as people begin to pursue more efficient production and the cost control, people
are required to use more sophisticated and complicated equipment in the process
of production. With the continuous complication of the mechanical equipment, the
relevant technicians are required to monitor the equipment more accurately and
grasp the operation state of the whole machine in real time. Only in this way can
we better carry out timely maintenance of mechanical equipment, so as to improve
the efficiency of the entire production line and reduce the operating cost directly or
indirectly [2]. On this basis, the application of instrument sensors is very important
for the related technicians to monitor their mechanical equipment. Many researchers
have begun to study the precision of instrument sensors for further improvement,
and combined computer technology with the traditional instrument sensors. This
has brought about a very important impact on the normal operation of the related
machinery, and further reduced the cost of industrial operation, thus making the
comprehensive economic level of the world greatly improved [3].

3. Methodology

The economic development of the current era has begun to show a gradual up-
ward trend. Under the background of this great era and the trend of economic de-
velopment, the economic level of our country has also been affected to some extent.
China’s various industries have had a certain degree of progress and development,
and the overall strength of our country has begun to be further improved. Especially
since the reform and opening to the outside world, China has gradually entered the
industrialization era. More enterprises have begun to use a large number of mechani-
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cal equipment for the production of enterprises. The mechanical equipment not only
has liberated the hands of the people, but also greatly improved China’s economic
level because of higher production efficiency and lower production cost [4]. However,
in the use process of mechanical equipment, further maintenance is needed, which
can better ensure the normal operation of the machine and more accurately grasp
the relevant data for information of the operation process. Therefore, the instrument
sensors are gradually used in various mechanical operations, which provide a certain
technical support for the efficient operation of the entire production line [5].

Nowadays, the manufacturing industry in our country has begun to increase
gradually, and the use of different instrument sensors has gradually increased, and
instrument sensors have begun to diversify (see Fig. 1). Because all kinds of data in
the development of the industry have been stored, a large number of correction pa-
rameters have also been introduced into the instrument sensors in China to make the
data more accurate. These correction parameters include the temperature param-
eters and correlation parameters of mechanical sensitivity. And some sensors have
many nonlinear correction parameters in operation, which is very important for the
further improvement and normal operation of instrument sensors [6]. However, there
are many shortcomings and defects in our instruments and meters. In our country,
the traditional way is usually used for the change of the instrument sensor’s correc-
tion parameters. But in the repair of traditional instrument and meter equipment,
the outer shell of the instrument sensor is removed and the CPU and some related
components are repaired. Furthermore, it needs to rewrite the program for the stor-
age device that stores the data, so as to restore its true long running performance
[1]. Therefore, when the instrument sensors are damaged to some extent, the tra-
ditional repair methods may achieve the ultimate goal of restoration. However, the
steps involved in this repair process are more complicated. Because only targeted
programs are rewritten for the wrong program, the program may not be rewritten to
match the previous program, and the operation process of the whole instrument sen-
sor is restricted to a certain extent [7]. Therefore, the traditional repair technology
for instrument sensor may make the reliable performance of the whole mechanical
equipment gradually decreased, and further affect the development of related in-
dustries in China. However, with the rapid development of computer technology,
the technology has more information sharing. Through the preparation of related
procedures, it can effectively realize the accurate operation of related instruments
and programs. Different from the traditional human perception, this technique can
be used to evaluate the performance of related machines more objectively [8]. Our
country has gradually introduced this kind of technology and related theories into
the development of related industries in our country, and has made certain achieve-
ments. In this paper, based on the present situation, the shortcomings and defects of
the correction factor in the development of traditional sensor technology in our coun-
try were pointed out. In addition, through the analysis and application of the field
programming technology for instrument sensor’s correction parameters, the research
aimed at providing a theoretical basis and scientific support for the development of
related industries in China.

First of all, through the reading and summary of relevant information, the relative
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Fig. 1. Application of instrument sensor

concepts and advantages of field programming techniques for instrument sensor’s
correction parameters were analyzed to further make the relevant concepts clearer
[9]. On this basis, the related properties of the main control element EEPROM chip
of field operation technology were analyzed [10]. The relevant properties of the chip
are shown in Table 1.

The main research object of this research was the correction parameter of tem-
perature sensors in common instruments. Firstly, the relevant attributes of the main
control element EEPROM chip were assigned. Then, the nonlinear compensation
technology model was introduced to compare and analyze the related characteristics
before and after the application of field programming technology [11]. The related
model for nonlinear compensation techniques is shown below:

P ′(U) = a0 + a1U + a2U
2 + · · ·+ anU

n , (1)

or

P ′(Ui) =

n∑
j=1

ajU
j
i (2)

σ =

m∑
i=0

[P ′(Ui)− Pi]
2 =

n∑
i=0

(

m∑
j=0

ajU
j
i − Pi)

2 . (3)

Finally, through the investigation of related technicians, the importance of this
correction parameters technique to sensor repair in our country was confirmed.

4. Result analysis and discussion

This study first read and summarized the related researches, and then summa-
rized the related concepts of field programming techniques for instrument sensor’s
correction parameters. Some researchers believe that in field programming tech-
niques, the interface of the sensor is connected with the interface of computer tech-
nology. Then, when the sensor operation program is found to be insufficient, the
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sensor can be repaired by simply knocking the computer keyboard. The main fea-
tures of field programming technology are reflected in that when the correlation
parameters of the sensor is repaired, it breaks the single way that relies on manual
detection to repair in traditional technology. In addition, the system realizes the
monitoring of related error data relying on the transmission between computers.

Table 1. Summary of the related attributes of the main control element EEPROM chip

Attribute Interpretative statement No.

CommPort Serial communication, that is, string slogan; X1

Setting Serial number settings, mainly consists of baud rate,
parity, data bits and stop bits, in the middle with a
comma interval;

X2

InBufferSize Gets or set the current receive buffer size; X3

InBufferCount Get the number of bytes in the current receive buffer; X4

InputLen Determine the number of bytes read by the nIput
property, which reads the full buffer when 0;

X5

InputMode 0 indicates receipt of text type, and 1 indicates bi-
nary reception;

X6

OutBufferSize Set or get the current send buffer size; X7

OutBufferCount Get the number of bytes in the current send buffer; X8

Rthreshold Set the number of characters in the receive buffer to
trigger the OnCom event, and 0 indicates the non -
triggering event;

X9

Sthreshold Set the number of characters in the send buffer to
trigger the OnCom event, and 0 indicates the non -
triggering event;

X10

OutBuffersize Set or get the current send buffer size. X11

In order to better ensure the correct operation of the entire repair process and
the work of the sensors, the computer operating circuit and the overall monitoring
system of the field programming technology of the instrument sensor’s correction
parameters are further improved [12]. In the related circuit setting, in order to obtain
better performance of instrument sensor and store the monitoring data, the position
of the sensor correction factor must be better controlled, such as putting it in the
EEPROM chip. Only in this way can the relevant data information stored by these
sensors be not lost. In the current instrument, the related chip devices are mainly
composed of serial chips and parallel chips. And the two chip technologies have
their own advantages and disadvantages in sensor repair. The differences between
them are mainly in terms of the transmission speed between sensors and computers,
the occupation of related resources and the formation of related circuits. Therefore,
in order to operate and correct the correction factor of the instrument sensor more
accurately, it is necessary to generalize and clarify the related theory of the circuit.
On this basis, through the actual repair needs, the line is further selected accurately,
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and then the programming technique of the download path of the sensor correction
factor is analyzed [13]. In the process of programming, we mainly analyze the ways
of obtaining data, the data transformation related systems and data transmission
ways, and determine the relevant programming commands. After the commands are
entered, the computer passes the command through the interface to the sensor. The
instrument sensors that receive the relevant instructions will automatically detect
their temperature, sensitivity and other related indicators, and further analyze the
detected data comprehensively. The analyzed data is transmitted to the computer
terminal via the interface to the computer. And through the display of the computer
model, people can determine the current state of the relevant mechanical equipment.

Therefore, through the connection of computer system and sensor and the use of
related programming technology, the real-time monitoring of mechanical equipment
is realized. Compared with the traditional sensor correction parameters technology,
the field programming technology of the instrument sensor’s correction parameters
can be free from human subjective factors. And because it can detect real-time
automatic completion of the relevant indicators, more information can be applied
to the later analysis of machine running status, which makes the analysis accuracy
higher and analysis results more credibility. Under these advantages, the field pro-
gramming technology is gradually combined with the sensor correction factor, and
applied to the actual operation and monitoring of mechanical equipment. It has a
positive impact on the maintenance of mechanical equipment, and provides technical
support for enterprise operation and reduces efficiency and operation cost further, so
as to provide a reliable basis for the comprehensive promotion of the world economic
level (see Fig. 2). In this study, the field programming technique of the instrument
sensor’s correction parameters was compared with the traditional sensor correction
coefficient technique [14]. The results are shown in Table 2.

Fig. 2. Development of field programming techniques for instrument sensor’s
correction parameters

Table 2. Advantages of field programming techniques for instrument sensor’s correction
parameters
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Field programming techniques for in-
strument sensor’s correction parame-
ters

Correction factor tech-
nique of traditional sensors

Accuracy High precision, multiple functions au-
tomatically

Low precision, relatively
simple function

Reliability It can automatically compensate for
the drift of the system characteris-
tics due to changes in operating con-
ditions and environmental parameters,
and the reliability is higher.

Relatively low stability

Stability Compensate for the drift of the tem-
perature and the drift of sensitivity,
automatically change the range, and
can carry out the self-test of the sys-
tem, and the stability is higher.

Relatively low stability

SNR The technology has the functions of
data storage, memory and information
processing, and can eliminate the noise
in the input data by digital filtering, so
it has a relatively high SNR.

Relatively high SNR

Resolution This technique can eliminate the influ-
ence of complex sensitivity in multi pa-
rameter state by data fusion technol-
ogy, so as to ensure high resolution for
measuring specific parameters.

Relatively low resolution

Adaptability The technique has the function of judg-
ment, analysis and processing in the
process of information data transmis-
sion, which makes the system work in
the optimized low power state and the
optimized transfer rate.

Relatively poor impact

Taking the correction parameters of the common instrument temperature sensor
as the example of this research, the various indexes of its central space were designed
as shown in Table 3. Before and after the application of this technique, the temper-
atures of the sensors were measured. The result is shown in Fig. 3. The results show
that this technique can effectively improve the performance of sensors.

Table 3. Design of the relevant attributes of the main control element EEPROM chip

Attribute X1 X2 X3 X4 X5 X6
Set-point 2 9600,n,8,1 1024 1 1 1

Attribute X7 X8 X9 X10 X11
Set-point 1024 1 1 0 1024

Finally, through the questionnaire, the correlation between field programming
technology and traditional technology for temperature sensor was compared. The
results are shown in Fig. 4.
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Fig. 3. Comparison of field programming technology and traditional technology
for temperature sensor

Fig. 4. Comparative analysis of field programming technology and traditional
technology for temperature sensor

5. Conclusion

With the development of the times, nowadays, our society is developing towards
industrialization. The extensive use of machinery and equipment is one of the most
important forms of industrialization. In the background of this era, China has intro-
duced a large number of industrial equipment in various industries. In the process
of production, the relevant running equipment is further controlled by its operation
and working state. Only in this way can equipment maintenance be realized. In
addition, the industrial production cost is reduced, so as to further enhance the
industry’s economic development level. It is very important for instrument senor to
monitor the mechanical equipment. With the development of the times, the field
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programming technology of the instrument sensor’s correction parameters is very
important for the application of instrument sensors. In this paper, the comprehen-
sive analysis and the discussion of the related theory concept were firstly carried out.
On this basis, the strength of the temperature sensor was explained. The purpose
of this research is to provide theoretical basis for the development and theoretical
improvement of our instrument sensor, and provide a reference for the continuous
improvement of the comprehensive economic level in all sectors of our country.
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Integration management of strategic
supply chain based on genetic

algorithm

Zihui Zheng1, 2, 3, Xiaohu Zhou1

Abstract. Strategic supply chain research needs to take into account the three major stages
of supply chain, namely, procurement, production, distribution, and their interactions. In order
to study the limitations of the existing supply chain design model and establish a strategic sup-
ply chain integrated management system which is suitable for different customer needs, facilities
matching relationship and supplier priority, a hybrid integer nonlinear programming (MINLP)
model was established. Two-step method was used to solve the constraint problem in the model,
and the adaptive genetic algorithm (AGA) was used to solve the model. Finally, the experimental
results show that the proposed mixed integer nonlinear programming model can effectively solve
the problem of supply chain coordination in strategic supply chain design, and can get a better
supply chain design.

Key words. Strategic supply chain design model, mixed integer nonlinear programming,
adaptive genetic algorithm.

1. Introduction

As China’s bicycle export market scale increases every year, China has become
the world’s largest bicycle manufacturer. According to statistics, China produced
80.26 million bicycles and 32.57 million automatic bicycles in 2015. Large bike
manufacturers and parts suppliers form a strategic logistics partnership while pro-
ducing the bicycles. The expansion of the bicycle manufacturer examines its ability
to generate energy, but also puts pressure on the supplier’s ability to supply. As
the environment changes, if bicycle manufacturers continue their relatively inflexible
supply mechanism, this will greatly reduce customer confidence and loyalty. Nowa-
days, the key for the success or failure of an enterprise is the ability to coordinate the
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complex network relationships between supply chain facilities and the integration of
integrated management. Therefore, it is very important for the bicycle company to
establish a reliable and effective supply chain cooperation alliance and continuously
optimize it. The theoretical significance of this paper lies in optimizing the com-
prehensive configuration of the strategic and operational levels of the supply chain,
namely, considering the product parts procurement, product design, production and
transportation and other aspects of the products, so as to provide a new research
perspective for bicycle manufacturers and improve the competitiveness of the supply
chain.

2. State of the art

Supply chain design model has important significance, and it has been more con-
cerned by domestic and foreign scholars. For example, in the design of low-carbon
supply chain network, the least sum model is built among logistics costs, distri-
bution centers, fixed costs, and carbon emissions costs through concave functions,
the Lagrangian relaxation method is used to decompose the model into vest pack
problems and a single supplier location problem and analyze supply chain network
design and operating costs, so that the number of distribution centers based on the
cost of carbon emissions can be obtained, and the distribution center utilization
can be improved [1]. Closed-loop supply chain network design uses non-linear cost
and continuous variable. Functional activity arcs and variational inequalities are
used to design cost functions and build models to analyze the impact of recycling
rates on sales, operations and recovery costs, design costs, profits, and demand for
market demand, recovery and value [2]. Based on the general closed-loop supply
chain, a multi-objective mixed integer linear programming model can be proposed
to optimize the supply chain network. The model not only determines the number
of products and nodes in the closed-loop supply chain network, but also selects the
best suppliers and manufacturers [3]. The utility software system (GAMS) is used
to solve and obtain the corresponding optimization scheme. But the GAMS can
only solve small-scale data problems. In order to ensure the stable performance of
the supply chain when the design parameters are perturbed, a robust optimization
supply chain design model is established from the upstream selection supplier to
the downstream location and distribution requirements, and the method of deter-
mining the value of the regret value is proposed, and the tabu search algorithm of
supply chain node configuration is designed. Robust optimization can effectively
avoid investment risk [4]. Supply chain involves a number of equipment such as raw
materials and parts suppliers, the final product producers, distribution centers. Ac-
cording to the requirements of the customers, the supply chain members are designed
and integrated, the strategic supply chain design integration model is proposed to
enable collaborative scheduling of production and product offerings to ultimately
achieve optimal supply chain performance [5]. Aiming at the existence of multiple
nodes in the recycling and remanufacturing supply chain network, the equilibrium
variational inequality model with both positive and reverse logistics is established.
The advantage of this model is that it qualitatively and quantitatively analyzes the
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competition behaviors among several manufacturers and among retailers, the supply
chain competitiveness is determined by the overall efficiency of the members in the
chain [6].

3. Methodology

A set of products is designed and manufactured via a supplier, a manufacturer, a
distribution center (DC), and ultimately a customer base, as shown in Fig. 1, which
form a supply chain. The manufacturer is responsible for the overall design and
production of the product and the supplier provides the required parts or the design
and production of the intermediate part according to the needs of the manufac-
turer [7]. Each production manufacturer completes product design, production and
sales according to customer requirements. However, due to the manufacturer’s own
production conditions, it is impossible for a single manufacturer to produce enough
products to meet market demand, so different manufacturers are required to produce
the same product together [8]. The current global manufacturing practice is that a
number of manufacturers of a product belong to the same enterprise, while suppliers
and distribution centers (DC) do not belong to the same enterprise. In addition,
the decisions made by the enterprise on suppliers, manufacturing manufacturers and
distribution centers are within the scope of the supply chain. It can be seen from
the above that the supply chain is the best choice when dealing with international
companies [9].

Fig. 1. Schematic diagram of product path

The model is based on the following assumptions: each manufacturer can produce
any product; the product within the manufacturer is divided into a limited set of
sub-tasks, that is, each product is supplied by one or more suppliers; if a supplier
assumes the task of designing a component, it is responsible for the production of the
part; each manufacturer procures parts from multiple suppliers, each of which serves
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a number of manufacturers; each distribution center is open to any product; the
distribution center transports all the products received to the customer; according
to the location, the customer is divided into different regions to form a customer
base; the design and production capacity of the supplier and the manufacturer is
known; the capacity of the distribution center is known; and the transportation costs
between the facilities are known [10].

The objective function Q is the minimum value of the total cost of the whole
supply chain period (yuan/period), as shown in equations (1)–(4):

MinC = f1 + f2 + f3 , (1)
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∑
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In the above equations, i is the set of products provided to the customer, j is the
candidate supplier set, k is the set of potential manufacturers, l is the distribution
center set, m is the customer group set and r is the set of parts provided to the
supplier. Symbol fSrj is the production preparation cost of supplier j on production
parts r, fPik is the production preparation cost of supplier k on production parts i,
fDil is the setup cost at which the distribution center l delivers the product i. Symbol
δik is the capacity of the manufacturer k to design the product i, δrj is the capacity
of the supplier j to design the component r, cSPrjk is the unit transportation cost
(yuan/unit) from supplier j to manufacturer k to transport part r, cPD

ikl is the unit
transportation cost (yuan/unit) from the manufacturer k to the distribution center
l to transport product i, cDZ

ilm is the unit transportation cost (yuan/unit) from the
distribution center l to the customer base m to transport products i, pSrj is the unit
purchase cost (yuan/unit) of part r from the supplier j, pPik is the unit production
cost (yuan/unit) of manufacturer k to produce product i, pDil is the unit cost of the
capacity of the product i at the distribution center l (i.e. the cost of processing and
inventory) (yuan/unit). Symbol ηrj is the cost coefficient of the supplier j to design
component r, ηik is the cost coefficient of the supplier k to design component i,
Dim is the average demand (unit/period) of product i in customer group m, Xik is
the quantity (unit/period) of product i manufactured by manufacturer k, Yil is the
quantity (unit/period) of the product i received by the distribution center l, Zrj is
the quantity (unit/period) of the component r provided by the supplier j, Qikl is the
quantity (unit/period) of the product i being transported from the manufacturer k
to the distribution center l, Rrjk is the quantity (unit/period) of the part r being
transported from the supplier j to the manufacturerk. Symbol Pilm is the quantity
(unit/period) of the product i being transported from the distribution center l to
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the customer base m, Urj : if the supplier j provides components with the r value,
it is equal to 1, otherwise it is 0, Vik: if the manufacturer k produces the product i,
its value is 1, otherwise 0, Wil: if the distribution center l accepts the product i, its
value is 1, otherwise it is 0.

The total cost in the objective function includes fixed and variable. It contains
the three stages costs of the supply chain: procurement, production and transporta-
tion phase. In the procurement phase, the cost includes parts design, production
preparation, parts procurement and transportation costs [11]. Among them, the
design cost comes from the ability of the supplier to design a specific component.
At the production stage, the cost includes product design, production preparation,
production up costs, and transportation costs from the manufacturer to the distri-
bution center. During the transportation phase, the cost includes the cost of the
equipment, the inventory costs of the distribution center, and the transportation
costs from the distribution center to the customer base [12].

Constraint processing is a very important problem in model solving, and a two-
step approach is proposed to deal with constraints. In the first step, constraints are
divided into two types: ability-related constraints and priority-related constraints.
Competence-related constraints are the constraints of the entity in terms of pro-
duction capacity, set-up costs, and distribution center capacity. Priority related
constraints are thinking about solutions from a holistic perspective, so there are bill
of materials constraints in the model, supplier preference and facility pairing. In
other words, the ability-related constraints have an effect on the entity itself, and
the priority-related constraints affect the structure of the supply chain [13]. In the
second step, the constraint processing module has a screening function in the process
of solving the solution. Initially, the constraints are stored in a collection. Whenever
a new solution is generated, the constraint processing module checks the constraints
in the collection from the aspects of valid a priori constraints. In the process of
solving, it is necessary to include viable and unfeasible solutions in the interactive
search process, so as to promote diversified development [14]. In this study, different
penalty factors are assigned to varying degrees of competency-related constraints
and prior correlation constraints. As shown in Fig. 2, there is a pair relationship
between supply chain facilities.

The solution corresponding to a supply chain can be divided into several seg-
ments. Each fragment represents a supply chain stage, such as supply, production
and distribution, which is mainly composed of two attributes: location and value.
The location represents the corresponding index in the different fragments, which
can describe the state or priority. As shown in Fig. 3, among the suppliers, suppliers
2 and 4 are selected; among the manufacturers, 1, 2 are selected; and in the transit
center, 2, 3 are selected. There are three segments in the second paragraph, each
of them represents a stage. The three segments correspond to the product from the
supplier to the manufacturer, the manufacturer to the transit center, and the transit
center to the customer base.

The combination of roulette and "elite" strategies is used to select the operator,
the top 20% of the individual is retained, so that they do not cross and mutate.
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Fig. 2. Pairwise relationships between supply chain facilities

Fig. 3. Chromosome coding

The fitness function of this paper is shown in the equation

Fitness =

{
1

1+exp((f−favg)/c)
, g ≥ 20%n,

1
1+exp(f−favg)

, g < 20%n.
(5)

Here, f is the original fitness: this fitness function is for solving the minimum
value of the objective function. If the problem itself is solved as the minimization
problem, f directly represents the objective function.

The crossover probability pc and the mutation probability pm are the key parts
of the genetic algorithm. Compared with the traditional genetic algorithm, the
adaptive genetic algorithm (AGA) can adaptively change the crossover and mutation
probability in the optimization process according to the number of iterations and its
own fitness function, which avoids the problem that the standard genetic algorithm
(GA) falls into the local solution or premature convergence in the solution (Wang
et al. 2015) [15].

The crossover probability pc and the mutation probability pm are given as

pc =


0.6− 0.6−0.8

1+exp(10(2− 3(fmax−f)
fmax−favg+1 ))

, f
′ ≥ favg

0.8− 0.8−0.9

1+exp(10(1− 3(favg−f)

favg−fmin+1 ))
, f

′
< favg

(6)



INTEGRATION MANAGEMENT OF STRATEGIC SUPPLY 181

pm =


0.005− 0.005−0.01

1+exp(10(
3(fmax−f)

fmax−favg+1−2))
, f ≥ favg,

0.001− 0.001−0.005

1+exp(10(
3(favg−f)

favg−fmin+1−1))
, f < favg.

(7)

4. Results analysis and discussion

In this paper, the feasibility and potential of mixed integer nonlinear program-
ming supply chain model and adaptive genetic algorithm were explained by bicycle.
In general, the bicycle has three direct subassemblies, including the front and rear
wheels (Wl), the main frame (Mf) and the foot (also including the chain) (Pa),
among them, the main frame (Mf) further comprises a seat (Sa) and a frame (Fr).
(Note: here the wheels (Wl) represented the front wheels and rear wheels; each
bicycle needed a unit of wheels, and the number of each unit component was 1.)
Table 1 shows the four program characteristics, Table 2 shows the manufacturer’s
design/production capacity under the program 1, as well as the manufacturer and
distribution center setup costs and customer requirements. Table 3 shows the trans-
portation costs between the two facilities in scenario 1.

According to the AGA parameters and the solving steps set up above, the model
was solved by AGA. The convergence is shown in Figs. 4–7. When the program
was different, the workload of suppliers, manufacturers and distribution centers was
obtained as shown in Tables 4–6.

Fig. 4. Convergence graph of adaptive genetic algorithm for scheme 1



182 ZIHUI ZHENG, XIAOHU ZHOU

Table 1. Four scenarios

Scheme Supplier quan-
tity

Manufacturer
quantity

Number of distri-
bution centers

Customer base
quantity

1 4 3 3 4

2 8 5 6 8

3 10 8 10 9

4 15 10 12 10

Table 2. Scenario 1 design/production capacity, establishment cost and demand

Supply chain facili-
ties#

#1 #2 #3 #4

Client needs 580 430 460 350

Supplier design capa-
bility

W1/0.9 Sa/0.6;
Fr/0.85

Sa/0.8;
Fr/0.9

Pa/0.75

Supplier capacity 1820 1900, 1900 2000, 2000 2100

Manufacturer’s design
capability

Mf/0.88;
Bc/0.95

Mf/0.95;
Bc/0.85

Mf/0.90;
Bc/1

Manufacturer’s pro-
duction capacity

900 1150 1380

Distribution center
maximum throughput

1250 1080 1050

Manufacturers build
costs

2500 2200 2800

Establishment cost of
distribution center

1200 1800 1000

Table 3. Transport costs for facilities in scenario 1

Su
pp

lie
r/

m
an

uf
ac
tu
re
r

1 2 3 M
an

uf
ac
tu
re
r/

di
st
ri
bu

ti
on

ce
nt
er

1 2 3 D
is
tr
ib
ut
io
n

ce
nt
er
/

cu
st
om

er
ar
ea

1 2 3 4

1 18 15 20 1 8 6 9 1 25 22 18 20

2 12 14 16 2 9 12 10 2 17 21 24 22

3 11 17 15 3 7 10 13 3 15 19 23 20

4 8 13 11
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Table 4. Quantity of components shipped by supplier to manufacturer

Supplier/Plant 1 2 3

1 - 805 1015
2 - 805 0
3 - 0 1015
4 - 805 1015

Table 5. The number of parts shipped by the manufacturer to the distribution center

Plant/DC 1 2 3

1 - - -
2 434 371 -
3 435 580 -

Table 6. The number of components shipped by customer base to distribution center

DC/CZ 1 2 3 4

1 580 234 50 5
2 0 196 410 345
3 - - - -

Fig. 5. Convergence graph of adaptive genetic algorithm for scheme 2

It can be seen from the above graph that a mixed integer nonlinear programming
(MINLP) model was proposed based on considering the interaction between the
strategic and operational layers and the associated constraints. The lowest overall
cost of the supply chain was used as the optimization objective. The AGA which can
deal with the constraint was used to optimize the model, so that the corresponding
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optimization scheme was obtained. The experimental results show that the proposed
mixed integer nonlinear programming model can effectively solve the problem of
supply chain collaborative optimization in strategic supply chain design, and can
get a better supply chain design.

Fig. 6. Convergence graph of adaptive genetic algorithm for scheme 3

Fig. 7. Convergence graph of adaptive genetic algorithm for scheme 4
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5. Conclusion

The purpose of this paper is to optimize the strategic and operational layers
of the supply chain. In order to achieve the goal, in this paper, the mixed integer
nonlinear programming model and the supply chain designed by the adaptive genetic
algorithm (GA) were established on the basis of the consideration from the aspects
of the supply chain, and the lowest cost of supply chain was optimized. Based
on the adaptive genetic algorithm, the model was solved, and the optimal supply
chain design scheme was obtained. Finally, the following conclusions were drawn:
the model and the solution method provide the decision support in the supply chain
design. The mixed integer nonlinear programming model takes into account the three
main stages of the procurement, production and distribution of the supply chain and
the interaction among them, and considers the optimal allocation of the supply chain
from a holistic perspective, and puts the implementation of paired relations and
supplier preferences in the constraints, which helps the actual design of the supply
chain. In this paper, the optimal design of the supply chain was implemented, and
the optimal supply chain design was obtained through the use of AGA. However,
this paper still has some limitations, for example, when the enterprise is pursuing
multiple performance indicators at the same time, such as cost, income and so on,
this design cannot meet it, it is necessary to comprehensively configure the supply
chain in a multi-objective form.
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A computer behavioral analysis
algorithm based on image color

classification statistics1

Jia Wang2

Abstract. At present, the analysis of computer operation behavior is mainly through the
artificial desktop monitoring, recording button content, file operation records and other ways to
monitor and analyze the behavior of the computer. In order to study how to use image color
classification statistics to analyze computer behavior, a method based on color image clustering
analysis and K-means algorithm for statistical analysis of graphics to achieve behavior analysis was
proposed in this paper. And according to the type, range and depth of the color, the computer
operation images were classified and counted. In this way, the entertainment, work and other oper-
ations performed by the computer at a given point of time were determined. The final experimental
results show that the algorithm is more practical, and the effect of the deep colored game and movie
analysis is remarkable.

Key words. Color image clustering algorithm, K-means algorithm, behavior analysis.

1. Introduction

With the continuous development of science and technology and the continuous
expansion of computer applications, the image processing method came into being.
The purpose of which is to classify the image and analyze the image information
intelligently by using computer equipment. Nowadays, the image processing and
recognition have been applied more and more widely. However, as far as the current
level is concerned, the computer’s perception of the external is still relatively weak,
and a lot of manpower and material resources are needed to study the theory and
application of digital image processing and recognition. As a result, all walks of life
have greater demand for the accuracy and intelligence of digital image processing
technology, especially in aerospace, biomedical engineering, industrial testing, robot

1This work is supported by Project from The Applied Basic Research Youth Programs of Science
and Technology Department of Yunnan Province, Analysis on Screen Soft Proofing based on ICC
Profile (No .2015FD039)

2Yunnan Open University, Kunming City, Yunnan Province, 650500 China
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vision, public security, justice, culture, art and other fields. In this paper, according
to the characteristics of digital image processing technology, it was applied to the
analysis of universal computer operation behavior, and an innovative function of
intelligent analysis of its operation behavior based on the image color appearing in
the process of computer operation was realized.

2. State of the art

K-means algorithm is the most common classical algorithm in data clustering
analysis, which has been widely used because it has the advantages of short time and
simple algorithm when clustering data [1]. However, there are some shortcomings
in the algorithm, for example, high-dimensional and non-spherical data are difficult
to be clustered, and greatly affected by the selection of initial cluster centers during
clustering, which will fall into the local optimal solution during the solution process,
so that the clustering result is not good, and the number K of cluster centers needs
be determined before clustering analysis [2]. Therefore, many experts and scholars
have carried out a more in-depth study of the K-means algorithm, so as to find
out the new algorithm to make up for the shortcomings of the K-means algorithm.
When some commonly used clustering algorithms are used to deal with some high-
dimensional complex data and nonlinear data, there are some problems such as long
computing time, low efficiency and low accuracy of clustering. Therefore, a new
distance cost function is proposed, which can calculate all kinds of data, including
intra class and inter class data distance, and the computing efficiency is higher [3].
The division of data is done by the principle of maximum and minimum distance.
After the data is partitioned, the required K value can be automatically determined
without the user’s prior experience. There is a clustering algorithm, which can
determine the optimal number of clusters Kopt for the selected data. The specific
process is as follows: firstly, the upper and lower boundaries of the selected object
are determined, thus effectively reducing the scope of cluster search. Then in the
algorithm, the k parameter should be set up, and Kmin is usually set to 2. The
setting of Kmax needs to be determined according to the type of data selected and
the data AP, and then the optimal clustering number Kopt is determined by the
Silhouteet clustering validity index [4]. An improved k-means algorithm is proposed
for isolated data, the main idea of which is to determine the initial clustering center
based on the average distance method. Firstly, the isolated data is removed from
the general data, and then the distance between the remaining data is calculated,
and a set of data with the smallest distance in these data is selected. The center of
the set of data is used as the initial clustering center. Then the same method is used
to obtain the next smallest set of data between the data sets, and the data in the
set is also chosen. The distance between the two cluster centers is calculated, and
finally whether the distance is less than the average distance between all the data is
determined. If it is less than the clustering among all the data, the center is taken
as the second clustering center, and this is continued to find K clustering centers
[5].
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3. Methodology

Color image clustering analysis and K-means algorithm are the keys of this topic.
In this paper, through color image clustering analysis and K-means algorithm, the
image was transformed into 3 kinds of modules, which were normal image, rendering
image and gray image. These 3 types of modules were clustered simultaneously,
and its influence color block interval and influence depth interval that can affect
behavioral analysis were worked out. Finally, based on the combination of two kinds
of intervals, the original image was judged according to the threshold value, and the
analysis conclusion of operation behavior was obtained [6].

K-means algorithm is a traditional and classic data clustering algorithm, the
principle of which is to analyze the similarity between different spatial data by
Euclidean distance [7]. The algorithm’s data clustering process is: firstly, the data
to be clustered is divided, and the K value of the algorithm is set. The data is
divided into k families by means of K values, and the principle of similarity is used
to make the data in the dataset divided into K-class families, and the partitioned
data is similar in the same class. The similarity of data in different classes is small,
but the algorithm is used to cluster data [8].

If Q is a finite set X = {x1, x2, · · · , xn} of spatial SQ, the initialization is
randomly divided into K, remarked as C1, C2, · · · , CK . If there are n objects in a
class, the clustering center of class i is defined as Z1, Z2, · · · , ZK , as is given by the
expression

Zi =
1

n

n∑
j=1

xj , j ∈ [1,K] . (1)

The defined objective function is given by the expression

J =

K∑
i=1

nj∑
j=1

D2
xj ,zi . (2)

D2
xj ,zi represents the distance from the first j text to the cluster center of class

i, that is, the Euclidean distance.
There are three main steps in K-means algorithms running.
Step 1: K objects are selected from the finite set X as the clustering center.
Step 2: the distance between objects are calculated according to the Euclidean

distance, and the objects of the same distance are divided into the corresponding
clusters.

Step 3: according to formula (2), the cluster center is continued to calculate,
and step 2 is repeated until the algorithm converges [9]. The flow chart is shown in
Fig. 1.

K-means algorithm is a classical clustering algorithm for data processing, which
usually requires two stages of processing when dealing with data. These two pro-
cesses are: firstly, the data algorithm is set by class, and is equally allocated to these
classes. Then, the spatial distances of the data are computed. It can be found that
if the distance is shorter, the similarity will be high, the distance between races will
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be large, and the similarity will be low. If it is found that the initial clustering center
is not good, then the cluster center needs modified [10].

Fig. 1. K-means algorithm flow chart

In order to implement the algorithm in this paper, firstly, the computer image
and the size of the current form were obtained. Then an image with the current form
as a template and a bitmap Bitmap drawing surface were created. The handle of
the form and the handle to the image were obtained. The clods of raster operation
code was copied, the API function was called, so as to achieve a form of capture,
release the handle, and save the image [11].

In this example, the image results are shown in Fig. 2.
According to the behavior analysis image - custom color of the system, the image

was unified into RGB format, the pixels of the image was traversed, the type and
proportion of colors in the image and the position of the color system were obtained,
and the weight of the color system in which the main colors were located was counted
(Sun et al. 2008) [12]. The image content was analyzed according to the custom
color model. Based on the RGB format of the color image, the three-dimensional
coordinate map was established, among them, R was the X axis, G was the Y axis,
B was the Z axis, and the coordinate axis length was 255. According to the slight
difference of the approximate color, the three channel pigment was divided into 14
colors - 14 color blocks. After that, according to the temperature and the brightness
of the color blocks, the existing operation behavior and image results were matched,
and the specific threshold was obtained (Zhang et al. 2011) [13].
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Fig. 2. Original drawing obtained by the computer

Figure 3 shows a partial chromatic graph of a partition. According to the color
image, all pixels were planned into 14 color blocks. After that, all pixel points were
traversed and incorporated into class groups. The pixels of the same class were
rendered to the same color.

Fig. 3. Part divided color map
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Figure 4 shows the rendering. Through repeated test experience accumulation,
the six color areas affected by the color proportion in the color block were analyzed
according to the lightness, temperature, hue and brightness of the color. An influence
color interval was constructed, so as to store the pixels in the six color zones that can
ultimately affect the results of the behavioral analysis. And then these six color areas
were counted. When the proportion of pixels in a color area exceeded the specified
threshold (this threshold was a range of behavior color distinction boundary summed
up after repeated trials, pictures, analyses, calculations), the proportion was saved
in the influence color interval (Zhang et al. 2011) [14]. Figure 5 shows the proportion
of dominant colors.

Fig. 4. Clustering renderings

Fig. 5. Scale diagram of main color system

In this research, the clustering analysis of gray image is mainly based on K-
means algorithm. The advantages of the adopted K-means clustering algorithm are
mainly concentrated in: the algorithm is fast and simple; for large data sets, it is
more efficient and scalable; the time complexity is near linear, and it is suitable
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for mining large-scale datasets [15]. The time complexity of the K-means clustering
algorithm is O (nKt), among them, n represents the number of objects in the dataset,
t represents the number of iterations of the algorithm, and K represents the number
of clusters.

The specific process of K-means algorithm consists of the following steps:
The first step is to randomly select K clusters: µ1, µ2, · · · , µK ∈ Rn.
The second step is to repeat the following process until it converges.
For each sample i, the class that should belong to is calculated, as shown in the

following expression

c(i) = argmin
j

∥∥∥x(i) − µj

∥∥∥2 . (3)

For each class j, the centroid of the class is recalculated, as shown in the formula

µj :=

∑m
i=1 1{c(i) = j}x(i)∑m

i=1 1{c(i) = j}
. (4)

In the K-means algorithm, the selection of K is manually specified, and the
selection of the K value is very difficult to estimate. The summary was made on the
basis of a large number of raw data experimental results in this paper, and it was
concluded that when the K value was selected to be 5, the operation performance
analysis had the best precision.

In the K-means algorithm, firstly, an initial partition is determined according to
the initial clustering center, and then the initial partition is optimized. The choice
of the initial cluster center has a great impact on the clustering results. Once the
initial value is not selected properly, the clustering results may not be valid. In this
study, the initial clustering center was set according to the center of the position of
the dominant color system in which the color image was the largest.

4. Result analysis and discussion

The K-means algorithm was used in this paper, and through Table 1 and Table
2, further analysis was carried out.

Table 1. The result analysis table of League of Legends

Entertainment Office learning Other

The proportion 79% 8% 13%

Table 2. The result analysis table of word

Entertainment Office learning Other

The proportion 7% 69% 24%
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The entertainment games, movies, office software and learning software which
were frequently occurred in the market were tested in this study, the K-means
algorithm was more practical. The analysis of deep colored movies and games was
very effective, such as the League of Legends shown in Fig. 1.

For light colored games, the analysis was disturbed in a particular scene, such
as JX Online Version Three, referred to as the JX Three. The image color range
of the game was fluctuated after a halo treatment of the picture. In view of the
phenomenon, a lot of picture testing was carried out, and the game image was
summarized, thereby providing a very good data correction for the future algorithm
modification.

In addition, in traditional K-means algorithms, Euclidean distance is used as
similarity measure. From the characteristics of Euclidean distance, the Euclidean
distance can effectively measure the similarity between the spherical data with uni-
form distribution, while the Euclidean distance cannot effectively measure the sim-
ilarity relation between inhomogeneous and non-spherical data. In other words, for
each attribute of each data, Euclidean distance treats it the same, and the weights
are same. However, in practical problems, the different attributes of data have dif-
ferent effects on the results of data. Therefore, one of the main drawbacks of using
Euclidean distance as a similarity measure is that the traditionalK-means algorithm
is not suitable for non-spherical data sets with uneven distribution.

At the same time, through the analysis of the K-means algorithm and its privacy
leakage problem, it can be seen that the key point of privacy leakage is the cluster
center point. The clustering center is obtained by dividing the sum of the data
points in the cluster by the data points, and detailed data point information is not
needed when clustering data sets into a data set. As a result, only by publishing the
approximate values of each cluster center point can the data privacy be protected,
and meanwhile, the accuracy of the clustering results will not be affected.

In the massive data processing algorithms of this paper and the term, most of
them adopt the tree index structure. The biggest disadvantage of this algorithm
is the curse of dimensionality. As the amount of data increases, the tree structure
expands exponentially, and the memory space becomes larger and larger. Especially
for high dimensional data in the image, it is virtually impossible to put it into
memory completely. In order to solve this problem, the external storage of hard
disk storage is introduced. Although it can solve the problem of storage space, the
search efficiency is reduced. There is no doubt that this is a way to exchange space
for time, which can greatly reduce the user experience.

5. Conclusion

The purpose of this paper is to test the current entertainment games, movies,
office software and learning software. In this paper, the color image clustering algo-
rithm was used, and the color of the image was classified and counted. The influence
color interval was constructed and matched, and the interval threshold was demar-
cated. At the same time, K-means algorithm was introduced to process the image.
Through experimental data, as well as empirical selection, K values were selected to
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suit behavioral analysis calculations. In addition, the depth influence interval was
constructed, and the color depth of the image was classified. Finally, combining the
influence of color interval, the boundaries of behavior analysis were delineated, and
the innovation of intelligent analysis of computer operation behavior was realized.
Research showed that the accuracy rate of the combination of the image abstract
semantic features extracted by K-means algorithm and the image low-level visual
features for image classification and retrieval was higher than traditional method.
The search results were further checked and the results of erroneous retrieval were
eliminated, so that higher precision can be achieved. Then, the abstract semantic
features were fused with the image color features to compensate for the insensitivity
of the CNN algorithm to the color information. However, there are still some prob-
lems in this study, for example, how to make the analysis of light color images more
effective needs further study.

References

[1] R.Achanta, A. Shaji, K. Smith, A. Lucchi, P. Fua, S. Susstrunk: SLIC super-
pixels compared to state-of-the-art superpixel methods. IEEE Transactions on Pattern
Analysis and Machine Intelligence 34 (2012), No. 11, 2274–2282.

[2] T.Kanungo, D.M.Mount, N. S.Netanyahu, C.D. Piatko, R. Silverman,
A.Y.Wu: An efficient k-means clustering algorithm: Analysis and implementation.
IEEE Transactions on Pattern Analysis and Machine Intelligence 24 (2002), No. 7,
881–892.

[3] L.H. Juang, M.V.Wu: MRI brain lesion image detection based on color-converted
K-means clustering segmentation. Measurement 43 (2010), No. 7, 941–949.

[4] K.Chen, Y. Zhu: A summary of machine learning and related algorithms. Statistics
& Information Forum (2007), No. 05.

[5] A.K. Jain: Data clustering: 50 years beyond K-means. Pattern Recognition Letters
31 (2010), No. 8, 651–666.

[6] S. L.Yang, Y. S. Li, X.X.Hu, Y.R. Pan: Optimization study on k value of K-
means algorithm. Systems Engineering-theory & Practice 26 (2006), No. 2, 97–101.

[7] L.Grady: Random walks for image segmentation. IEEE Transactions on Pattern
Analysis and Machine Intelligence 28 (2006), No. 11, 1768–1783.

[8] H.D. Zhu, Y. Zhong, X.H. Zhao: An optimization initial center K-means algo-
rithm for text clustering. Journal of Zhengzhou University(Natural Science Edition)
41 (2009), No. 02.

[9] K.R. Žalik: An efficient k’-means clustering algorithm. Journal Pattern Recognition
Letters 29 (2008), No. 9, 1385–1391.

[10] M.Mignotte: A de-texturing and spatially constrained K-means approach for image
segmentation. Pattern Recognition Letters 32 (2011), No. 2, 359–367.

[11] M.Mignotte: Segmentation by fusion of histogram-based K-means clusters in differ-
ent color spaces. IEEE Transactions on Image Processing 17 (2008), No. 5, 780–787.

[12] J. Fan, M.Han, J.Wang: Single point iterative weighted fuzzy C-means cluster-
ing algorithm for remote sensing image segmentation. Pattern Recognition 42 (2009),
No. 11, 2527–2540.

[13] A.K. Jain, F. Farrokhnia: Unsupervised texture segmentation using Gabor filters.
Pattern Recognition 24 (1991), No. 12, 1167–1186.

[14] C.Fowlkes, S. Belongie, F. Chung, J.Malik: Spectral grouping using the nys-
trom method. IEEE Transactions on Pattern Analysis and Machine Intelligence 26
(2004), No. 2, 214–225.



196 JIA WANG

[15] D.L. Pham, C.Xu, J. L. Prince: Current methods in medical image segmentation.
Annual review of biomedical engineering 2 (2000), 315–337.

Received May 7, 2017



Acta Technica 62 No. 1B/2017, 197–206 c© 2017 Institute of Thermomechanics CAS, v.v.i.

Auxiliary method of transformer
intelligent partial discharge detection

based on UWB technology

Chengbo Hu1, 4, Yongling Lu1, Fengbo Tao1,
Weihua Cheng2, Wennan Wu3

Abstract. At present, the method of determining the sensor placement position in partial
discharge (PD) detection technology is carried out by manual measurement. The method has
many drawbacks such as low efficiency, thus an auxiliary method of PD intelligent detection based
on ultra-wideband (UWB) technology is proposed. In this method, UWB modules are deployed
around the transformer, and localized PD detection sensors on the transformer surface are analyzed
by UWB technology. The establishment of the auxiliary method model is analyzed in detail, and
the methods of determining the coordinates of base station and tags are discussed. Through the
realization of discovery, ultra-wideband in the metal environment can maintain a high ranging
accuracy. Through the CAD simulation, it is concluded that the proposed auxiliary method is
feasible in theory and can promote the intelligent development of PD detection.

Key words. UWB, transformer, auxiliary method, partial discharge.

1. Introduction

Partial discharge refers to a discharge phenomenon in which the field strength
generated in the electric device when applied voltage is sufficient to cause the dis-
charge of the insulating portion area but does not form a fixed discharge channel in
the discharge region. Transformer partial discharges detection [1–4] can effectively
detect the status of the insulation for the state of the transformer to provide ac-
curate guidance. Partial discharge detection is also known as PD detection, it has
been studied by many scholars at home and abroad [5–9]. Currently used PD detec-
tion methods are ultrasonic positioning method [10], electrical positioning method
[11], infrared detection method [12] and so on. TDOA (Time Difference of Arrival)

1Jiangsu Electric Power Company Research Institute, Nanjing, 211167, China
2Jiangsu Power Info-tech Co. Ltd., Nanjing, 211167, China
3Jiangsu BDS Application Industry Institute, Nanjing, 211167, China
4Corresponding author
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method is usually used to determine the three-dimensional coordinates of the points
[13]. TDOA method is mature and stable, and has been widely used in many fields
[14–15].

Take ultrasonic positioning method as example, the coordinates of the ultrasonic
positioning sensor in the transformer surface are needed to achieve TDOA position-
ing. Usually we take the point at the bottom of transformer as the origin of the
coordinates, the coordinates of the sensor placement point are measured by manual
tape. Manual tape measurement can lead to the following three drawbacks:

i. It will increase labor costs.
ii. Because the transformer surface is not absolute plane, human measurement

will inevitably bring errors or gross margin.
iii. Man-made processes are cumbersome and inefficient. Therefore, it is consid-

ered to optimize it, in order to realize intelligent PD detection of substation.
UWB(Ultra Wide Band) is a low-power, low-cost but high-speed wireless com-

munication technology. Recently, UWB positioning technology has been extensively
researched by researchers. Normal operating frequency of UWB is between 3.0GHz
to 10.6GHz [16]. UWB is characterized by not using carrier communication, but
with very short time interval (nanosecond or less than nanosecond time interval) of
the baseband narrow pulse communication, with penetrating power, anti-multipath
effect of anti-interference ability outstanding. Especially in the metal or liquid en-
vironment that have great impact on signal attenuation, UWB plays a stronger
performance than other wireless positioning technology [17].

In this paper, an auxiliary method based on UWB technology is proposed to
determine the coordinates of the ultrasonic sensor placement point. This method
use UWB sensors as little as possible to locate ultrasonic positioning points on the
four sides of the transformer. Finally, through CAD simulation test environment,
the correctness and feasibility of the auxiliary scheme are verified, which lays a
theoretical foundation for practical operation.

2. Intelligent partial discharge detection assistant model

2.1. Principle of UWB ranging

UWB uses two-way time of flight (TW-TOF, two way-time of flight) for ranging,
ranging information and other information can be transmitted between the modules.

Distance measurement principle is shown in Fig. 1.

Fig. 1. Principle of UWB ranging

Each module generates a separate timestamp from the start. The transmitter of
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module A transmits a pulse signal of the requested nature at the time Ta1 on its
time stamp, and the receiver of module B receives Tb1 on its time stamp. After a
certain processing of the signal means, the module B in Tb2 time launches a response
to the nature of the signal, and the module A receives it in its own time stamp in
time Ta2. The distance d between the module A and the module B is calculated by
the formula (1), where c is the propagation velocity of the light.

d = c · ∆t = c · (Ta2 − Ta1) − (Tb2 − Tb1)

2
. (1)

2.2. Model establishment

The auxiliary model of intelligent PD detection is shown in Fig. 2. The rectan-
gular box in the figure represents a high-voltage transformer. The model consists
of 7 UWB modules and 4 mounting posts, of which 6 base station modules (A, B,
C, D, E, F) and a tag module. In the model, the base station modules A and B
are in the vertical state, and the base station modules E and F are in the vertical
state, that is, the straight line AB and the straight line EF are respectively parallel
to the high voltage transformer. AB lever increases a G placement position, which
can be used to place the module. It should be noted that the G point is located in
the middle space between ABC plane and the transformer front side. In addition,
the placement of F is closer to the ground than C point.

Fig. 2. The model

The coordinate system in the auxiliary model is established as described below. B
is the coordinate origin, BA is the positive direction of the x-axis, ABC is x0y plane,
the y-axis is perpendicular to BA and B points to C, the z-axis is perpendicular to
ABC (x0y plane) and points to the side of the transformer.
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3. Determination of base station and tag coordinates

3.1. Determination of base station coordinates

In order to facilitate observation, the transformer in Fig. 2 is faded away, and
several space auxiliary line are added, thus we get Fig. 3. Figure 3 is the base
station coordinates of the spatial distribution. The projection of the base station
in the y0z plane cannot be absolutely guaranteed as a matrix due to the actual
placement of the benchmarks, which is magnified in the figure. The base station D
is placed closer to the transformer side where the base station D is located on the
right side of the x0z plane. When placed, G is located to the left of the x0z axis.

Fig. 3. Spatial distribution of the base station

From Fig. 3, we can see that the spatial coordinates of the base station B are
(0,0,0), and the spatial coordinates of the base station A are (dAB ,0,0), and dAB
can be obtained by the UWB module ranging. The z coordinate of the spatial
coordinates of the base station C is 0, that is, A, B and C are located in the x0y
plane. 6 ABC can be obtained from the formula

6 ABC = arccos
d2AB + d2BC − d2AC

2dABdBC
. (2)

The x and y coordinates of base station C are xC = xB + ∆xBC = xB + dBC cos 6 ABC = dBC cos 6 ABC,

yC = yB + ∆yBC = yB + dBC sin 6 ABC = dBC sin 6 ABC.
(3)

The spatial coordinates of the base station C are (dBC cos 6 ABC,dBC sin 6 ABC,0).
Putting the module as a label at G, we can list three observation equations, as
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shown in formula
(xA −XG)2 + (yA − yG)2 + (zA − zG)2 = d2AG,

(xB −XG)2 + (yB − yG)2 + (zB − zG)2 = d2BG,

(xC −XG)2 + (yC − yG)2 + (zC − zG)2 = d2CG.

(4)

Thus we can get the coordinates of point G, but because only three observation
equations are used to get the solution of G coordinates, it will be two solutions. The
x and y values of the two solutions are the same, and the values of z are opposite
to each other. As can be seen from Fig. 3, the solution having the positive z value
is reserved as the coordinate of the base station G.

Similarly, from the base station D and A, B, G three distances can be listed from
three distance observation equations. For the two solutions of D, the following rule
is used: in the two solutions of D, the values of x and z are the same, and the values
of y are opposite to each other. The solution with a positive value of y is reserved
as the coordinate of the base station D.

At this time, the coordinates of the base station A, the base station B, the base
station C, and the base station D are determined, and the coordinates of the base
station E base station F remain to be determined.

The base station is projected onto the y0z plane, as shown in Fig. 4. Line DE
and line DF are the same in the y0z plane, which is d1. Projection length of line
CE and line CF is the same in the plane, and its length is d2.

Fig. 4. Projection of base stations in y0z plane

The projection length of the CD in the y0z plane can be obtained using the y
coordinate and the z coordinate of the base station C and the base station D. We
can get distance CF, distance CE, distance EF through base station C, base station
D and base station E. Symbol d2 denotes the height of the EF side in ∆CEF, where
the area of the triangle can be obtained from the formula (5), Helen formula [18],
and then d2 is obtained from (6). The value of d1 can be obtained using the same
method.  p = dCE+dEF+dCF

2 ,

S2 = p(p− dCE)(p− dEF)(p− dCF),
(5)
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d2 =
2 × S

dEF
. (6)

At this time, 6 EDC and 6 ECD are obtained from y and z coordinates of base
station C and base station D, and d1, d2 using the cosine theorem. We take 6 EDC
as α, and we take 6 ECD as β. The y coordinate and the z coordinate of the base
station E and the base station F are obtained from the formula

y = yD cot β+yC cotα+(zC−zD)
cotα+cot β ,

z = zD cot β+zC cotα−(yC−yD)
cotα+cot β .

(7)

The three-dimensional distance equation can be listed by the base station C and
the base station F as shown in the formula

(xC − xF)2 + (yC − yF)2 + (zC − zF)2 = d2CF . (8)

There are two solutions to the z coordinate of the base station F, leaving the
solution of the coordinates less than the coordinates of the base station C as the z
coordinate of the base station F. On this basis, the coordinates of the base station
E can be obtained by adding the z coordinate of the base station F to the distance
between the base station E and base station F.

3.2. Determination of tag coordinates

After determining the base stations’ coordinates, we ensure that the transformer
around the four sides with three base stations can pass. At this point, the label
module placed in the desired location of ultrasonic sensor can be get in real time.

When the label is placed with the front side of the transformer, the z-coordinate
is kept positive. When the label is placed on the left side of the transformer, the
y coordinate is retained as a larger solution. When the label is placed on the back
side of the transformer, the smaller solution of the two z coordinates is retained.
When the label is placed on the right side of the transformer, the smaller of the two
y-coordinates is preserved.

3.3. Experimental verification

The prerequisite of the auxiliary method model is that ultra-wide band tech-
nology can accurately locate in the metal environment state. Therefore, the first
choice of experimental scenarios is for ultra-wideband ranging technology to verify
the accuracy. Two UWB modules are placed in a metal environment, as shown in
Fig. 5, left and right parts.

The distance between two modules is 3.228m determined by laser range finder.
The results of 200 ranging measurements using UWB equipment are shown in Fig. 6.
It is found that there are two obvious errors in the distance measurement. After
removing the two data, the results is shown in Fig. 7.
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Fig. 5. Test environment: left–module 1 environment, right–module 2 environment

Fig. 6. Original result of the ranging

Fig. 7. Results after eliminating the gross error
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The results of ranging data are analyzed and shown in Table 1.

Table 1. Analysis of distance results

Ranging times Success rate of ranging average value (m) RMSE (mm)

200 99% 3.233 15

It can be seen that the UWB equipment has strong anti-multipath effect in the
metal environment, and can maintain high accuracy of ranging. This provides a
guarantee for the auxiliary method proposed in this paper.

Auto CAD software was used for simulation test. The ranging information is
shown in Table 2.

Table 2. Ranging results

Name of distance Distance value (m)

AB 2.000
AC 10.002
BC 10.161
AG 1.375
BG 1.972
CG 11.033
AD 5.886
BD 6.216
DG 5.408
DE 8.652
DF 8.992
CE 5.025
CF 5.518

The coordinates of each point are solved as shown in Table 3.

Table 3. Coordinates of each point

Point number x coordinate (m) y coordinate (m) z coordinate (m)

A 2.000 0.000 0.000
B 0.000 0.000 0.000
C 1.801 10.000 0.000
D 1.998 0.999 5.801
E 1.500 9.598 4.975
F -0.500 9.598 4.975
G 1.500 -1.000 0.800

After comparing with the coordinates of the simulation point in CAD, it is found
that the coordinates of the coordinates solved is similar to real value in CAD, which
indicates that the improved method is theoretically feasible.
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4. Conclusion

The traditional method of determining the position of the sensor in the PD de-
tection of power equipment has low efficiency and is easy to be influenced by human
factors. In view of this, this paper proposes an intelligent auxiliary PD detection
method based on UWB technology. Ultra-wideband technology has a strong char-
acteristics of anti-multipath ability in the metal environment, which maintains a
high range of precision. The spatial location algorithm in this method is simple and
practical, and it can improve the accuracy of real-time positioning effectively. The
three-dimensional positioning is realized by only three base stations, which saves
the hardware cost. The auxiliary method completely avoid the influence of human
factors, which greatly improves the work efficiency. In the later stage, PD detec-
tion sensor is combined with UWB label to integrate the sensor location and PD
detection, and to realize the positioning of the PD location in a more intelligent way.
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Design of medical track logistics
transmission and simulation system

based on internet of things1

Wei Liu2, 3, Shuang Liu2

Abstract. With the quacking pace of hospital modernization, the introduction of efficient
automated logistics system has become imminent. In order to realize the efficient operation of
the whole system, the scheduling planning and coordination strategy of the object vehicle in TVS
system were studied in this paper. First of all, the single TV path planning was studied. Through
the research and analysis of the TVS system, the environment map model was established. The
Dijkstra algorithm based on the shortest path principle was adopted to realize the optimal path
planning of the single TV. On this basis, the dynamic path planning method with time window
principle and Dijkstra algorithm was applied to path planning of TVS system, and the path planning
of each TV in the system was realized. The final experimental results show that the TVS system
can run at the highest working efficiency during the delivery of the logistics tasks, analyze the
conflict and its type in the process of driving, and put forward the strategy of conflict coordination.

Key words. Rail logistics transmission system, scheduling planning, coordination strategy.

1. Introduction

Logistics transmission system refers to the system of transporting goods in the set
area by means of a series of technologies and facilities, such as information technol-
ogy, photoelectric technology and mechanical transmission device, which is mainly
used in airports, shopping malls, banks, factories, libraries and other fields. With
the development of electronic information and control technology, the degree of au-
tomation of logistics transmission system is higher and higher. In recent years, the
logistics transmission system has been popular because of its efficient transporta-
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tion and manpower saving, and the application field has gradually expanded to the
medical field. A hospital is a place where personnel flow and goods flow are very
concentrated. Once there is the high incidence of the epidemic, the drawbacks of this
logistics mode will be more exposed. However, the automated logistics transmission
system can solve this problem very well. It can not only improve the efficiency of
hospital work and save the valuable time of patients, but also save the operation
cost of hospital and reduce the flow of staff inside the hospital. The logistics system
is an important component of the hospital logistics support system. The automated
logistics transmission system with the integration of digital control and photoelectric
control technology used in the hospital can not only improve the overall operation
and management level of the hospital and improve the overall operation efficiency of
the hospital, but also provide more efficient service for the patients. The application
of logistics transmission system has become an important symbol of modernization
of hospital construction and modernization of hospital management, and it has great
application value. There are many kinds of hospital logistics transmission systems,
among them, the track transmission system is more and more popular because of its
small space occupation, large load space, stable operation and high fault tolerance.

2. State of the art

In the developed countries and regions, the introduction of logistics transmission
system was relatively early. For example, most of the hospitals in Britain, Germany
and France were equipped with automated logistics transmission systems [1]. In
1990s, there were more than ten thousand sets of logistics systems in the use only
in Europe. In 1997, a special research project of multi robot system, MARTHA,
was set up, namely "a multi autonomous robotic system for handling" [2]. In the
past ten years, the application of TVS system has gradually increased. There are
hundreds of users in the world only for Swisslog brand track logistics transmission
system. A number of research institutes and universities in the United States and
Japan have also done a lot of researches on it, and have made fruitful research in
theory and practice [3]. Japanese hospitals began using logistics handling equipment
in the 1960s to solve the problem of lack of hospital nurses and high labor costs.
After decades of development, Japan has developed various large and medium-sized
logistics transmission systems, which have achieved rapid promotion and popular-
ization. So far, more than three thousand hospitals in Japan have been equipped
with automated logistics systems [4].

Compared with foreign countries, there is a big gap between the abroad and
domestic hospital logistics systems both in practice and theoretical research. As
a professional field, the research of domestic hospital logistics is still in the initial
stage of development. At present, some hospitals with better conditions have begun
to equip logistic transmission systems. In 2002, the Affiliated Cancer Hospital of
Zhongshan University introduced the first track logistics transmission system in
China. In addition, the Third People’s Hospital of Yancheng, Suzhou-Xiangcheng
People’s Hospital, and Ningbo-Beilun District People’s Hospital also have introduced
the medical TVS system [5]. However, on the whole, the domestic hospital logistics
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system is still in the functional management stage. The design of the logistics
network is not good, and the framework of the hospital logistics system based on
process has not yet been established.

3. Methodology

Track logistics transmission system (TVS) is an advanced automated logistics
transmission system that is widely used in hospitals. It refers to a system for carry-
ing articles on a predetermined track by means of an intelligent rail vehicle under the
control of the computer [6]. Hundreds of sites such as each ward’s emergency room,
nursing room, operation room, laboratory, blood bank, central pharmacy, central
supply room, inpatient department and office area are connected by logistics trans-
mission track in this system. Medical TVS system usually consists of central control
system, transceiver workstation, intelligent rail carrying vehicle, logistics track, track
converter, automatic isolation door, empty storage area and other equipment [7].

A time window is the time period in which a car enters and leaves. In this period
of time, this section can only be used for the car. Other cars are not allowed to
pass the section during that time. Based on the traffic condition of the system, the
time window method can realize the search for the best path without collision in the
bidirectional directed graph. Dynamic path planning method combining Dijkstra
algorithm with time window method is used to route planning for TVS system [8].

Suppose that the TVS system has n platform vehicles, and the car set is R =
{r1, r2, · · · , rn}. There is currently m TVs performing tasks, with the task set of
M = {m1,m2, · · · ,mm}. The starting execution time of each task mi is ts(i) with
a priority of Pi. For each task mi, there exists a corresponding path, which is a
collection of column edges. From the starting point Oi to the destination point Di,
the path can be represented by σi = {ej , ek, · · · , eq}. And ej , ek, · · · , eq ∈ E are the
paths in a set of edges of the mathematical model of environmental map. Each task
can be represented as shown in formula

mi(t) = (Oi, Di, ts(i), σi(t), ri, Pi) . (1)

For each task, the starting point, the target point and the assigned TVs do not
change over time. The quantity σi(t) will not change if the paths of the TV do not
conflict during the run. If a collision occurs when the vehicle is executing the task,
which only the changing path can be resolved, then the traffic path will be changed
dynamically. Each TV has a priority when it is initially assigned tasks. In the course
of task execution, as the time goes on, the priority of the task is kept unchanged or
set gradually higher according to the actual demand [9].

In the course of running, the carrier vehicle continuously enters and drives out
the section in the path. During that time, the section is occupied by the TV, and
other TVs are not allowed to enter. For task mi, the time window Sij for the vehicle
ri to enter the section ej is defined by the formula

Sij = {mi, ri, l, t
in
ij , t

out
ij } . (2)
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The upper formula defines the time window of the section ej , where l represents
that the section ej is the l edge in the path σi(t) among the paths found by the car
ri within the task mi. Time tinij is the time to get into the section ej , and toutij is the
time to leave the section ej . Now, the formula

toutij = tinij + ωj (3)

is satisfied. Here, ωj represents the running time of the car on the section ej , as
shown in the formula

ωj = Lj/vij + tj , (4)

where, Lj represents the actual length of the section ej , and vij represents the speed
of the car ri on the section ej . Time tj is the buffer time on the section ej , and it
is usually taken as 0.05Lj/vij .

Generally, in order to improve the adaptability of the system, it is acceptable for
the car to reach the end of the section ej within the range of [toutij − tj , toutij + tj ].

If the section ej is the starting edge of the path σi(t), the time for the car to
enter the section ej is the start time ts(i) of the task. If ej is not the starting edge,
the time to drive into ej is the time when the car leaves the l − 1 edge of σi(t), as
shown in the formula

tinij =


ts(i), l = 0,

touti(j−1), l ≥ 1.
(5)

Through the constant iteration of formula (3) and formula (5), the time window
of the car ri into and out of all the sections and nodes in the path sigmai(t) can be
obtained.

The time window of all cars passing through the section ej is represented by the
time window vector ej = {S1j , S2j , · · · , Smj}. The dimension of the vector is equal
to the number of cars, and it varies with time. If the task mi does not enter the
section, the driving time and departure time are set to be 0.

By introducing the time window method, the overlap of each task time window
is checked. It can detect the conflicts between each task and the type, and then
adjust the path with relevant policies, so that the time windows of each task are not
overlapped. The path planning of TVS system is realized by checking the node time
window [10].

The task scheduling is made according to the generation time of system tasks.
If two or more tasks are generated at the same time, they are sorted based on the
priority. Then the scheduling strategy based on the priority is used to schedule the
tasks. Firstly, the task with the highest priority is selected to search for an idle TV.
By using the Dijkstra algorithm, the shortest running path of this TV is designed
to perform the task. Then the time of arrival and departure of all occupied nodes
during the execution of the task is calculated, and the time windows of each node
are initialized [11]. Secondly, the secondary task is the planning path, whether there
is the free TV searched. If not, it will enter the waiting state. If so, the Dijkstra
algorithm will be used to compute the time windows of all nodes passing in and
out of the task, and update the time window vector tables of each node. Thirdly,
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the time window vector table has conflicts is checked, and if not, path planning
is complete. If it exists, the conflicting nodes are labeled, and the conflict type
is judged. The relevant coordination strategy is adopted to eliminate the conflict,
and the algorithm is re-programmed by solving the invalid problem. The process is
repeated until there is no conflict [12]. Fourthly, the new generation task is assigned
to the car and the path is planned. The time window vector table of the system is
updated, and the conflict is checked. The above process is repeated. Through such
continuous calculation, multi-task scheduling can be completed and a collision free
path is planned for the car [13].

Generally, the simulation steps of track logistics transmission system include
system investigation, system analysis, system modeling and simulation, strategy
scheme optimization, simulation result analysis and so on. The concrete steps are
shown in Fig.1.

TVS system simulation can be divided into single vehicle simulation and multi-
vehicle simulation. Single simulation can be divided into single point simulation,
multi-point simulation and the shortest path simulation. Single point simulation is
the simulation of TV running from one transceiver station to any other transceiver
station. Multi-point simulation is a simulation of TV running between a transceiver
station and a plurality of transceiver stations (n2). The shortest path simulation is
the simulation of TV running according to the shortest path between two or more
points [1]. Multi-vehicle simulation refers to the simulation of multiple object vehicle
(r2) running between designated transceiver stations. It is divided into the shortest
path simulation and anti-collision simulation. The shortest path simulation is the
same as the single vehicle process. Anti-collision simulation is the simulation to take
corresponding actions according to the coordination strategy when multiple vehicles
receive the task at the same time, in order to prevent collisions during the running.

Simulation target is the foundation and premise of establishing simulation model.
The main target of TVS system simulation is to help researchers understand the
behavior and performance of the carrier vehicle in the idle state, the movement with
the object and the coordination of the conflict, and assist the effective operation
management and scheduling planning of TVS system in the practical application,
so as to make the system achieve higher work efficiency during operation [2]. The
overall goal of TVS system simulation is to make the whole logistics transmission
system run efficiently and orderly, so as to give full play to the efficiency of the
carrier car. It can verify the TVS system scheduling planning algorithm, so as to
achieve the shortest path between stations for a single TV. During the operation
of TVS system, the logistic task is realized and the automatic allocation of the
carrier is carried out. In the multi-vehicle system with multiple cars, the shortest
path planning of each TV is completed, and the collision between each other can be
avoided and the normal operation of the system can be realized.

4. Results analysis and discussion

As shown in Table 1, the TVS system studied in this paper consists of 13
transceiver workstations and 7 carrier TVs. The performance parameters of the
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Fig. 1. Flow chart of TVS simulation system design
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TVS system are shown in Table 2.

Table 1. Composition of TVS system

The number of transceiver stations 13
The number of empty storage stations 1

The number of junction 21

The number of total nodes 45
The number of TV n 7

Table 2. Performance parameters of TVS simulation system

Number of storage paths between two points k 5

Safe distance d 2m
Deceleration distance s 5m

TV normal running speed 0.5m/s

TV speed regulation range 0–1m/s

According to the TVS system model set up above, it is assumed that the logistics
tasks of the hospital in a given period of time are shown in Table 3. Through
simulation, the task allocation and operation of the entire system was achieved.

Table 3. Logistics task assignment table for TVS system

Vehicle No. Logistic task (e)

Speed
(m/s)

Start sta-
tion

Passing
station

End sta-
tion

Priority

1 TV#1 0.5 ID05 ID01 ID06 I

2 TV#2 0.5 ID04 ID11 ID09 III

3 TV#3 0.5 ID03 ID10 ID08 II

4 TV#4 0 \ \ \ III

5 TV#5 0.5 ID12 \ ID05 II

6 TV#6 0.8 ID02 \ ID07 I

7 TV#7 0.5 ID03 \ ID07 I

Notes: The \ indicates no input information, and indicates that the carrier vehicle TV travels
back and forth between the two sites. The lower the priority value is, the higher the priority is.

After entering the TVS simulation system, the initialization parameters were set
up, then the simulation was run. The whole process was displayed in animation.
The various states of collisions during the operation are shown in Figs. 2–8.

Figures 2 and 3 show the process of simulating the sending and receiving of an
item in a TVS system from the sending station and the receiving station. Figure
4 is a simulation effect diagram for simulating the shortest path of a single vehicle.
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Fig. 2. Delivery at the transmitter station

Fig. 3. Unloading at receiving station

Figures 5–8 simulates that in the running process of TVs, the cars can reasonably
avoid a variety of possible conflicts. Figure 5 shows the changed path and waiting
policy to avoid the first type of conflict. Figure 6 shows the change path policy taken
to avoid the second type of conflict. Figure 7 shows the waiting and changed path
policy to avoid the third type of conflict. And Fig. 8 shows the waiting strategy used
to avoid the fourth type of conflict.

The simulation results show that the proposed scheduling planning algorithm
and coordination strategy are feasible and correct. Using eM-Plant to simulate the
actual situation of the system can provide good decision-making basis and technical
support for the scheduling and planning of the TVS system and the reasonable
selection of the driving route. Moreover, the 3D visual animation can provide more
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Fig. 4. Simulation effect diagram of the shortest path of the single vehicle

Fig. 5. The first kind of conflict

intuitive running effect for researchers, as shown in Fig. 9.
In addition, for the same logistics task, the general online scheduling strategy

and the two-stage scheduling strategy were adopted to simulate the running process
of two cars respectively. The resulting run time profile is shown in Fig.10.

In the above figure, the generally online scheduling strategy is used in the left
figure, and the two-stage scheduling strategy is used in the right picture. In the same
picture, the left histogram shows the first car, and the second car is shown on the
right side of the histogram. The meaning of the four time distributions is as follows:
red means the car is in the running state. Green means that the car is in idle state,
which mainly refers to the time of stay in the work site. Blue indicates the dwell
time of the car in the empty storage area. Yellow means the car is in a wait state,
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Fig. 6. The second kind of conflict

Fig. 7. The third kind of conflict

including the time of command waiting, collision waiting, and troubleshooting. As
can be seen from Fig. 10, the two-stage scheduling strategy reduces the waiting time
of the logistics car to a certain extent. This is because the collision problem of the
car in the off-line phase has been considered by the-two phase control scheduling
strategy, which can reduce the on-line computation time and the waiting time, so
that the efficiency of the whole system is improved.
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Fig. 8. The fourth kind of conflict

Fig. 9. 3D visual simulation model of TVS system

5. Conclusion

At present, the track logistics transmission system is used more and more widely,
and the planning of the car is the key problem in the whole system, which is also
the purpose of this paper. In this paper, the structure of TVS control system, the
function of each part and requirements were studied. Based on the modeling of
system path and stations, examples of practical application were given. The envi-
ronment map modeling was completed, and the TVS scheduling system model was
formed. The results of this research show that on the basis of single TV path plan-
ning, the dynamic path planning method combining Dijkstra algorithm with time
window method can realize the path planning of TVS system, ensure the collision
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Fig. 10. Comparison of TVS running time under different strategies

free running between the cars, and solve the problem of online traffic control as well
as realizing the collision free running TV with each other. In addition, a conflict
coordination strategy based on speed regulation and path regulation was proposed,
and the automatic collision between TV in TVS system was realized. It can pro-
vide a lot of convenience for the adjustment process of the system, and improve the
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overall operation efficiency of the system. However, the research of this paper is still
in the early stage. When the number of cars is large, the existing system will have
some limitations, which needs further study.
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Image segmentation algorithm based
on improved fuzzy clustering1

Changxing Geng2, Peng Wang2, Pengbo
Wang2

Abstract. Image segmentation is a key part of image processing and it plays a very important
role in image analysis and information application. The principle of image segmentation based on
fuzzy theory was used as the basis in this context, and the application steps of fuzzy C mean clus-
tering in image segmentation were studied. Aiming at the problems existing in the algorithm, the
objective function was improved and a new algorithm model was established. The improved fuzzy
clustering image segmentation algorithm was compared with the traditional algorithm through the
experiment. The improved algorithm had better image segmentation effect. The feasibility of the
improved algorithm was proved, which contributed to the research of image segmentation algorithm
based on improved fuzzy clustering.

Key words. Image segmentation, fuzzy theory, fuzzy C means clustering, improved algorithm
.

1. Introduction

With the rapid development of science and technology, the storage and dissemi-
nation of information become cheaper and cheaper, which leads to explosive growth
in the amount of information that people are exposed to in their daily lives. Images
become the main carrier of information dissemination because of their intuitive, im-
age, easy to understand, and rich in information [1]. About 70% come from images
of all the information people acquire. However, it is very important to extract valu-
able information from the images obtained by various devices to meet the needs of
different applications [2]. Useful information in an image is often concentrated in
a particular area after researching people develop. The task of image segmentation
is how to separate these regions from the image background effectively. Image seg-
mentation can be divided into several regions according to the predefined features,

1This work is supported by Jiangsu Province Natural Science Foundation for Young Scholars,
No. BK20140325.

2Robotics and Microsystems Centre, Soochow University, Suzhou 215021, China
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which can be gray, color and texture [3]. With the development of image segmenta-
tion technology, it has become one of the most basic and important research contents
in computer vision. It also occupies a very important position in the process of im-
age analysis, processing and description. Image segmentation is based on the prior
knowledge of the target and the background. Firstly, the target and background are
marked and located in the image. And then, the targets that need to be identified
are separated from the pseudo target according to these tags. Only in this way can
the follow-up work of a series of information processing such as target identifica-
tion and accurate positioning be realized. This result is also important because it
can have a major impact on subsequent processing [4]. Image segmentation is very
important for image recognition, tracking and understanding during the process of
image analysis. The accuracy of image segmentation is very demanding in the pro-
cess of image processing. Therefore, how to segment the required target from the
background quickly and effectively has become the key to the research process [5].

2. State of the art

Zadeh proposed fuzzy set theory for the first time in 1965. Thus, fuzzy mathe-
matics was created as a new discipline. Fuzzy set theory is extended on the basis
of traditional set theory. For traditional set theory, an element belongs to a set, or
does not belong to a collection. For a fuzzy set, each element belongs to a set to a
certain extent, and can also belong to multiple sets at the same time [6]. Fuzzy sets
theory can describe the fuzziness and randomness in human vision exactly. Fuzzy
set theory has also been applied to various levels of pattern recognition. For exam-
ple, the input pattern can be represented as a membership matrix for the feature
layer (representing the extent of ownership of a given property). Membership val-
ues of fuzzy patterns can be used to provide information for representation and loss
estimation at the classification layer [7]. Scholars have reformed some image segmen-
tation algorithms in the course of research according to the characteristics of fuzzy
sets. These algorithms can be divided into fuzzy threshold segmentation and fuzzy
clustering segmentation. Among them, the fuzzy C means algorithm (FCM) is the
most classical and widely used image segmentation algorithm [8]. The application
of fuzzy theory to image segmentation is a classic example of the computer having
some of the visual functions of human beings [9].

2.1. Methodology

Clustering is the separation and classification of things of similar nature. Clus-
tering analysis is the classification of a given object on the basis of mathematical
methods. A classical classification usually begins with a single factor or a few limited
factors and uses experience or knowledge to classify things [10]. This category has
a very clear line of categories and can cluster together the same thing effectively.
However, with the cognition of people deeply, it is found that not everything can find
a clear line of its classification, and many things are fuzzy boundaries in the image.
For example, many regions is not clear enough [11]. Therefore, in order to better
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classify these fuzzy boundaries, fuzzy mathematics arises at the historic moment. Its
generation provides a mathematical basis for this kind of soft classification, which
is also called fuzzy cluster analysis. Fig. 1 shows the location of image segmentation
in image engineering.

Fig. 1. Location of image segmentation in image engineering

Cluster analysis is a mathematical method of grouping similar data points into a
class according to a specific criterion [12]. For the current theoretical development,
the fuzzy C means clustering algorithm (Fuzzy C-Means, FCM) is one of the most
famous fuzzy clustering methods. This algorithm was first proposed by Dunn. And
later Bezdek improved it and gave Fuzzy C-Means Clustering an iterative optimiza-
tion algorithm based on the least square method. By proving its convergence, it is
proved that the algorithm can converge to an extremum [13]. Fig. 2 is the application
of image processing technology.

Fig. 2. Application of image processing

The fuzzy C means clustering algorithm uses the double layer iterative method
to obtain the extremum of the objective function. The inner iteration is used to
correct the membership matrix and the clustering center. Inner iteration is a gradient
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descent method essentially. The next step of the optimization direction is determined
by calculating the gradient of the current state. The outer iteration is used to test
the convergence condition to determine whether the iteration meets the requirement
of convergence [14]. The membership degree of each element in each class can be
obtained from the membership matrix after the completion of the iteration. The
division of elements can be determined according to the degree of membership.

The fuzzy C means clustering algorithm defines the following form of objective
function:

J =

n∑
i=1

c∑
j=1

µm
ij ‖xi − vj‖ 2 (1)

The objective function satisfies the following constraints:

c∑
j=1

µij = 1, ∀i ∈ {1, 2, · · · , n} (2)

Here, µij is the membership degree of the element I about class j. Symbol xi
denotes the characteristic vector of element i, vj is the clustering center of class j,
and m is the weight coefficient. According to the validity criterion, the range of m
is 1.5–2.5. In general, m = 2.

Lagrange conditional extremum method can be applied to deduce the correspond-
ing iterative formula [15].

F =

n∑
i=1

c∑
j=1

µm
ij ‖xi − vj‖2 + λ

1−
c∑

j=1

µij

 =

= λ

1−
c∑

j=1

µij

+

n∑
i=1

c∑
j=1

µm
ijd

2
ij . (3)

In order to maximize the function J , the first order necessary condition is as
follows:

∂F

∂λ
= 1−

c∑
j=1

µij = 0 , (4)

∂F

∂uij
= m (uij)

m−1
(dij)

2 − λ = 0 , (5)

From (5), the following formula can be obtained

uij =

[
λ

m (dij)
2

] 1
m−1

. (6)
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Formula (6) is put in formula (4) to obtain that:

c∑
j=1

µij =

c∑
j=1

(
λ

m

) 1
m−1

[
1

d2ij

] 1
m−1

=

(
λ

m

) 1
m−1


c∑

j=1

[
1

d2ij

] 1
m−1

 = 1 . (7)

Thus, there is: (
λ

m

) 1
m−1

=
1∑c

j=1

[
1
d2
ij

] 1
m−1

. (8)

The formula (8) is fused together with (6) to get that

uij =
1∑c

i=1

[
d2
ij

d2
il

] 1
m−1

. (9)

In view of the possibility that dij has taken as 0, the discussion is separated. For
∀i ∈ {1, 2, 3, · · · , n}, the definition of Ti and its complement set T c

i are defined as

Ti = {j |1 ≤ j ≤ c, dij = 0} , (10)

T c
i = {1, 2, 3, · · · c} − Ti , (11)

In order to obtain the minimum of objective function J , the value of uij should
be 

µij =
1∑c

k=1

(
dij
dik

) 2
m−1

, Ti = φ,

µij = 0,∀j ∈ T c
i ,
∑c

j∈Ti
µij = 1, Ti 6= φ.

(12)

The iterative formula of the cluster center vj can be obtained by using a similar
iterative method:

vj =

∑n
i=1 µ

m
ijxj∑n

i=1 µ
m
ij

. (13)

The fuzzy C means clustering algorithm is to approximate the extreme value
progressively from a random initial value by the constant iteration of formula (12)
and formula (13). The steps of the algorithm are described below briefly:

Step 1: The cluster number c and parameter m are set.
Step 2: The cluster center vj is initialized.
Step 3: Repeat the following operations until the value of the target function

obtained by the current two rounds of iterations satisfy |Jt − Jt+1| < ε. It can be
considered that better clustering results have been obtained, thus stopping updating.
Among them, ε is a small positive number, which is called tolerance error.

When the algorithm converges, all kinds of clustering centers and the membership
values of each object can be obtained, and then the fuzzy clustering is completed.
If it is necessary, we can also blur the fuzzy clustering results. That is to say,
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fuzzy clustering is transformed into deterministic classification with certain criteria.
The most common criterion is the maximum membership criterion. The object is
partitioned into classes corresponding to the maximum of its membership.

Image segmentation using clustering analysis is a widely used and very important
method in the field of image segmentation. Both color and gray scale images can be
segmented by using them. Clustering is the aggregation of things of the same nature,
and the differentiation of things that have significant differences in order to achieve
the classification of things. Image segmentation is the process of classifying the
pixels in an image according to their similarity. Naturally, people think of clustering
analysis into image segmentation. The human eye has a certain degree of subjectivity
and is often fuzzy to the division of the region. Therefore, it is more suitable to use
fuzzy means for image segmentation. On the other hand, image segmentation often
has the shortage of training samples and poor representation, and unsupervised
learning methods can deal with such problems. They do not require the support of
training samples during the process of processing. We can know that fuzzy clustering
is a good choice from the needs of these two aspects. Fuzzy clustering is a powerful
tool in the field of image segmentation.

The traditional FCM based image segmentation algorithm can get good segmen-
tation results in more complete areas when the image has high signal-to-noise ratio
and contrast ratio. Traditional FCM uses the gray value of pixels as the only feature
to cluster without considering the abundant spatial location information, so there
are some defects which are sensitive to noise. The objective function of FCM was
improved, and the spatial location information was introduced into the calculation
of the objective function so as to achieve better segmentation results in this paper.

The space constraint term is added on the basis of the traditional FCM’s objective
function, and the new objective function is defined as follows:

J =

n∑
i=1

c∑
j=1

umij
∥∥∥∥∥∥∥∥∥∥∥
xi − vj‖2 +

∑
k ∈ Ni

k 6= i

∥∥∥xk − vj‖2∥∥∥xk − vj‖2 + 1
uij (1− uij)

 , (14)

where Ni is the collection of field points of the pixel I in the upper form, which uses
a rectangular, diamond or cross range of fields generally. The space constraint term
introduced is to consider the domain of the pixel in the calculation of the objective
function. To some extent, this suppresses the number of pixels in a domain belonging
to multiple classes. The iterative formula of the new objective function is as follows:

vj =

∑n
i=1 µ

m
ijxi∑n

i=1 µ
m
ij

, (15)
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and

uij =

c∑
l=1



∥∥∥∥∥∥∥xk − vj‖2 +
∑

k ∈ Ni

k 6= i

‖xk−vj‖2

‖xk− vj‖2 +1
uij (1− uij)

∥∥∥∥∥∥∥xk − vl‖2 +
∑

k ∈ Ni

k 6= i

‖xk−vl‖2

‖xk−vl‖2 +1
uil (1− uil)


. (16)

For the improved FCM algorithm, the space function is defined as follows:

hij =
∑
k∈Ni

ujk , (17)

where Ni is the domain collection of pixel i in the formula. This function reflects
the degree of membership of the domain pixels of the pixel i. The new membership
is defined as follows:

u∗ij =
(uij)

p
(hij)

q∑c
k=1 (uik)

p
(hik)

q . (18)

In formula (18), p and q are adjustment parameters to control the proportion of
the original membership and space functions. If the pixel i and its domain pixels
belong to the same class, the spatial function only increases the original membership
degree. If the pixel i and its domain pixels do not belong to the same class, the
spatial function will suppress the original membership degree. Thus, the pixels
gathered together belong to the same class as much as possible, and the noise can
be suppressed. The new clustering center functions are

vj =

∑n
i=1

(
u∗ij
)m

xk∑n
i=1

(
u∗ij
)m . (19)

The new target function is

J =

c∑
j=1

n∑
i=1

(
u∗ij
)m ∥∥∥xi − vj‖2 (20)

The specific algorithm steps are as follows:
Step 1: Initial parameters are set, including cluster number c, initial clustering

center vj , tolerance error e, and domain size and corresponding t values.
Step 2: The FCM is used to segment the image under the maximum membership

constraint.
Step 3: The class of pixels is modified.
Step 4: The original image is chosen to smooth the noise combining the generic

information of the domain pixels.
Step 5: FCM is used to segment the smoothed image for two times under the

constraint of the maximum membership degree.
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3. Result analysis and discussion

The following is the experimental image segmentation results.
The rice grain diagram was used as the experimental image. When the clustering

was carried on, the clustering number was c = 2 and the tolerance error was e = 0.01.
The initial clustering center was 0, 255. The weighting function took m = 2. Figure
3 shows the rice image from left to right. A Gauss noise figure with a mean value
of 0, a variance of 400, and a grain of rice with 5% salt and pepper noise were
added. Figure 4 shows the first segmentation result of the Gauss noise map, the
selective equilibrium results and the two segmentation results. Figure 5 shows a
segmentation result of a salt pepper noise map, a selective smoothing result and a
second segmentation result. The following table is a comparison of the indexes in
the segmentation process.

Fig. 3. Artwork, Gauss noise map, and salt and pepper noise map

Fig. 4. Intermediate results and final results of the Gauss noise map

It can be seen from the previous table that selective smoothing does have an
inhibitory effect on noise, especially for salt and pepper noise. Selective smoothing
not only improves the signal to noise ratio of the image, but also makes the clustering
center of the smoothed image closer to the cluster center of the original image, thus
reducing the influence of noise effectively.

The experimental image used in this paper was a synthetic map with a resolution
of 300×300. The hardware environment of the simulation experiment was AMD
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Fig. 5. Intermediate results and final results for segmentation of salt and pepper
noise maps

Athlon (tm) 64 X2 Dual Core, Processor4400++. The CPU main frequency was
2.30GHz, and the memory was 2GB. The programming environment was Matlab7.0.
Among them, the Gauss noise map was added to the original image with a mean
value of 0. The variance was 400 of the Gauss noise. Salt and pepper noise map
was based on the original added 5% salt and pepper noise. The time consumed by
segmentation and the correct segmentation rate are shown in Table 2. Comparison
of correct segmentation rates is in Table 3.

Table 1. Comparison of the indexes in the segmentation process

Gauss diagram Salt pepper diagram

Artwork clustering center {84.964,167.66} {84.964,167.66}

Noise map clustering center {80.281,164.8} {81.26,175.08}

Smoothed cluster centers {80.799,167.96} {83.212,169.6}

Signal to noise ratio before smoothing 33.7763 15.2494

Signal-to-noise ratio after smoothing 46.0306 59.4954

Table 2. Comparison of running time

FCM KFCM Paper algorithm

Gauss noise map 83.80 s 83.00 s 169.56 s

Salt and pepper noise map 85.19 s 84.25 s 179.25 s

Table 3. Comparison of correct segmentation rates

FCM KFCM Paper algorithm

Gauss noise map 97.2% 98.4% 100%

Salt and pepper noise map 96.3% 98.1% 99.8%

It can be seen from the two objective indexes of segmentation accuracy and
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time consuming that FCM and KFCM were the least time-consuming and sensitive
to noise. The segmentation algorithm took about 2 times as much as FCM, but
the noise suppression was obvious, which improved the robustness of the algorithm
greatly. This type belongs to the FCM image segmentation method of correction and
spatial constraint, which can modify the class of pixels according to class dispersion.
And then, the image is selectively smoothed according to the class of neighborhood
pixels, and finally the two segment of the modified image is segmented. Experimental
results show that the proposed algorithm has good anti-noise capability. In addition,
the complexity of distance and membership calculation formula is not increased
when spatial information is introduced. Therefore, the operation is the same as the
traditional FCM, but the segmentation effect is better than the traditional FCM
algorithm.

4. Conclusion

One of the basic problems in computer vision is image segmentation. The research
of image segmentation has promoted the development of computer vision greatly, and
has also promoted the development of intelligent information processing technology.
There is a lot of uncertainty about the image itself. As a theory that can define fuzzy
boundaries, fuzzy theory can describe the uncertainty of images effectively. Many
researches have focused on the application of fuzzy clustering algorithm in image
segmentation in recent years. The research status of image segmentation technology
was explained and the development process of fuzzy theory was introduced in this
paper. The fuzzy C means clustering algorithm was analyzed in detail. Aiming at
the problem that the fuzzy C means clustering algorithm has poor noise immunity
function, an improved fuzzy clustering algorithm was proposed. The algorithm pre-
sented in this paper performed FCM image segmentation by changing the objective
function and based on domain pixel class constraint, which solved the problem of
introducing spatial information effectively. The traditional algorithm was compared
with the improved algorithm through the contrast experiment. It was proved that
the algorithm can suppress the noise and improve the robustness of the algorithm
without changing the time complexity by defining the objective index, including the
running time and the segmentation accuracy. To some extent, the research in this
paper can promote the theoretical research of image segmentation algorithm based
on improved fuzzy clustering.
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Research on an improved UWB space
location method

Chengbo Hu1, 4, Xiaobo Wang1, Yongling Lu1,
Weihua Cheng2, Wei Dai3

Abstract. Because of its strong anti-multipath capability and other characteristics, UWB
technology is widely used in positioning. While using UWB, unstable phenomenon of the position-
ing results still remained. In this paper, we proposed an improved UWB space location method.
We first proposed a distance optimization method and then introduced the distance intersection
of space method which uses three base stations to solve spatial location. The experimental results
show that the proposed method is simple and easy to implement. Besides, it is with small com-
putation cost and high accuracy of positioning. At the same time, because the method only needs
three base stations to measure the three-dimensional coordinate of the tested point, it can save the
hardware cost to a certain extent. Finally, this method is suitable for warehouse location and other
scenes.

Key words. UWB, ranging optimization, distance intersection of space method.

1. Introduction

At present, location information has become an important basis for the develop-
ment of all walks of life. GNSS (GPS, GLONASS, BDS, Galileo) ensures the efficient
and convenient realization of outdoor positioning. With the development of wireless
communication technology, emerging technologies, such as Bluetooth, WiFi, ZigBee
and UWB, have played an important role in indoor positioning, and they make up
for the shortcomings that GNSS cannot work in the indoor and other complex envi-
ronments. UWB [1] is a low-power, low-cost but high-speed wireless communication
technology. Recently, UWB positioning technology has been extensively researched
by researchers. Normal operating frequency of UWB is between 3.0GHz to 10.6GHz
[2]. UWB is characterized by not using carrier communication, but with very short
time interval (nanosecond or less than nanosecond time interval) of the baseband
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2Jiangsu Power Info-tech Co. Ltd., Nanjing, 211167, China
3Jiangsu BDS Application Industry Institute, Nanjing, 211167, China
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narrow pulse communication, with penetrating power, anti-multipath effect of anti-
interference ability outstanding. Especially, in the metal or liquid environment that
have great impact on signal attenuation, UWB plays a stronger performance than
other wireless positioning technology [3]. In view of the outstanding characteristics
of UWB technology, many scholars use UWB technology for positioning research.
The key to achieve high-precision positioning is to obtain high-precision ranging
data through UWB. According to the characteristic parameters used in UWB rang-
ing, UWB ranging methods include RSS (Received Signal Strength), AOA (Angle of
Arrival), TOA (Time of Arrival) TDOA (Time Difference of Arrival) measurement
[4]. In [5], AOA, TOA, and TDOA are considered to be the focus of attention.
Typical algorithms are based on the arrival time of UWB direct path components.
Works [6–7] studied the direct path, and analyzed the multi-path resolution. The
range data were divided into LOS (Line of Sight) and NLOS (Not Line of Sight),
two types. In order to get high accuracy positioning results, many scholars have
studied the algorithm of coordinate solution. Currently, Chan algorithm [8], Fang
algorithm [9] and least square algorithm [10] are usually used. These algorithms are
based on the improvement of the algorithm itself, and they do not take the optimal
data type into account. In addition, these algorithms do not make full use of data
for the location of quasi-real-time applications. In this paper, a method of 2-second
data preprocessing of continuous time data is proposed. The method makes full use
of the high-frequency characteristics of UWB technology. The method is simple and
feasible and easy to implement. At the same time, the method can determine the
three-dimensional coordinates of the tags with only three base stations, thus saving
the hardware cost of the UWB module. Besides, it is applicable to the application
scenario where the real-time requirement is not very high.

2. Modeling of underwater robot kinematics

2.1. Positioning system

United States Time Domain P440 module are used as both base station and tag in
positioning platform. This product is with superior performance, and it has a good
anti-multipath effect, and can achieve high-precision ranging. Between the module
and the module can achieve two-way communication ranging. At the same time, the
operating frequency of the module can also be artificially set. Three modules are
used as the base station of the UWB positioning platform, one module is used as
the label of the UWB positioning platform. Thus three-dimensional coordinates of
the label are obtained by the three base stations.

2.2. Algorithmic flow

Because the module can realize the two-way communication distance measure-
ment (TW-TOF), the range type of the positioning platform can be obtained by the
formula

Amount = Cm
n , (1)
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where m is the total number of modules in the positioning platform, (m = 4 in this
platform), and n = 2 because of two-way ranging. Then the normal range of the
platform type is 6.

The flow of the algorithm is shown in Figure 1.

Fig. 1. Algorithm flowchart

First, the positioning platform receives the ranging data for two consecutive
seconds, the interval time of the module is set to 10ms. Thus the period of the six
kinds of ranging polling is 60ms, that is, 16.67Hz. Therefore, about 33 ranging can
be obtained theoretically for 2 seconds.

Then, it is judged whether or not NLOS type data is received for the received
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ranging data. As the UWB actual communication can be effected by the external
environment and its own stability. There are two types of data, LOS and NLOS.
In the NLOS state, the TOA and TDOA data will produce the error of excessive
time delay, so the direct use of the NLOS ranging data for spatial location will bring
large error of positioning error [11]. If NLOS data exists, the NLOS data should be
discarded.

After all processing is complete, the remaining data are all LOS type data. If
there are 6 kinds of remaining data, there are 6 ranging information in the positioning
platform, which can be used to optimize the edge distance, and then used in the
follow-up space measurement; if the type is less than 6, it indicates that at least
one kind of ranging type data in the ranging data is completely removed during the
process of removing the NLOS type data, in which case the distance intersection of
space can not be performed. Thus the data of the continuous 2 seconds is deleted.
Then determine whether it is the end of the data. If not, continue to measure the
range of data processing, otherwise go the end of the process.

3. Algorithm description

3.1. NLOS type range determination

As described above, NLOS-type ranging data need to be eliminated because the
error of the NLOS-type ranging value is large and it can leads a low positioning
accuracy.

Based on the premise that the standard deviation of the NLOS data is greater
than the standard deviation of the LOS data, the standard deviation of the actual
range data is compared with the standard deviation of the LOS environment to
determine whether the measurement period contains NLOS error [7].

At time ti, the distance from the base station A to the tag is as shown in the
formula

rm(ti) = r0m(ti) + nm(ti) + NLOSm(ti) , (2)

where r0m (ti) is the measurement distance determined by the LOS signal, nm (ti)
is the system noise caused by the ranging error and NLOSm (ti) is the NLOS error
distance.

Since NLOSm (ti) is always a nonnegative random variable, let NLOSm (ti) be a
range of 0 ≤ NLOSm (ti) ≤ βm. And because nm (ti) obeys the normal distribution
whose average value is 0, its value range is −αm ≤ nm (ti) ≤ αm, and then error
scope of NLOS type range survey data is shown in the formula.

−αm ≤ NLOSm (ti) + nm (ti) ≤ αm + βm . (3)

Compared to the LOS type, the error becomes significantly larger, that is, αmLOS <
αmNLOS. Then NLOS data can be judged.

As P440 module outputs range measurement data, it also outputs data type of
the range data. Based on this feature, this positioning algorithm can extract the
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data to solve.

3.2. Optimization of measured distance

The purpose of optimization of measured distance is to further eliminate NLOS
data and improve the accuracy of ranging. The data collected for 2 consecutive
seconds are processed to obtain the optimal distance in this period. The idea is as
follows:

a) Obtain the data median N1 and average N2. As the P440 module has a high
ranging accuracy, the nominal ranging accuracy can reach 2 cm, and the data subject
to normal distribution. So when the sample is sufficient, N1 is theoretically the same
as N2. Due to there are system errors during the actual processing process, there is
some differences between N1 and N2.

b) Judging by experience, the difference between N1 and N2 is set 0.01m, that is
1 cm. If |N1 −N2| < 0.01, then the data is considered good, there is no large error
value, the data obeys the normal distribution. We take N1 as the optimal distance
value. If it is not satisfied, it is assumed that there is a ranging value containing the
NLOS type value in the set of data.

Pauta Criterion is usually used in statistics to remove outliers [12]. It takes three
times as error correction threshold of discrimination. Therefore, this paper, based on
Pauta Criterion, proposed a method using N1 as the initial true value. In this way,
N1 ± 3σ (standard deviation) is determined as decision interval of Pauta Criterion.
The method uses the data in the interval to get its average value and takes it as the
optimized ranging value.

3.3. Optimization of measured distance

At present, many scholars focus on the positioning of UWB in two-dimensional
plane positioning [13], they lack the three-dimensional positioning of the label re-
search.

The usual coordinates are solved by least squares [14]. The optimization of
measured distance uses distance intersection of space method [15], which can be used
to derive the three-dimensional coordinate of the label with three base stations.

The diagram of location is shown in Fig. 2.
In Fig. 2, A, B and C are the three base stations, P is the pending label. The

relationship between A, B, C and P fits the law of the right hand, that is, when the
right thumb is pointing to P, the other four fingers of the natural bending direction
is A, B, C. It is to be noted that the three base stations cannot be located on the
same straight line.
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Fig. 2. Schematic diagram of location

Based on the spatial geometry, the volume formula of tetrahedral P-ABC is

V =
1

6

∣∣∣∣∣∣∣∣∣∣
xP − xA yP − yA zP − zA

xP − xB yP − yB zP − zB

xP − xC yP − yC zP − zC

∣∣∣∣∣∣∣∣∣∣
=

1

6
S1S2S3

∣∣∣∣∣∣∣∣∣∣
cosαA cosβA cos γA

cosαB cosβB cos γB

cosαC cosβC cos γC

∣∣∣∣∣∣∣∣∣∣
,

(4)
where cosαA, cosβAand cos γA represent the direction cosines of the vector AP,
cosαB, cosβB, cos γB represent the direction cosines of the vector BP, and cosαC,
cosβC, cos γC represent the direction cosines of the vector CP. Using K to represent
the direction cosine matrix in formula (4), we obtain

V =
1

6
S1S2S3 |K| . (5)

We can obtain N as

N =
∣∣KKT

∣∣ = sin2 ϕAB+sin2 ϕAC+sin2 ϕBC+2 cosϕAB cosϕAC cosϕBC− 2 , (6)

where:

|K| =
√
sin2 ϕAB + sin2 ϕAC + sin2 ϕBC + 2 cosϕAB cosϕAC cosϕBC − 2 (7)

Among them, ϕAB, ϕAC and ϕBC are the angles between vectors PA and PB,
vectors PA and PC, vectors PB and PC. The values of trigonometric function can
be solved from triangles PAB, PAC and PBC.
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Also define the vectors
−→
AB = (xB − xA, yB − yA, zB − zA) = (XB, YB, HB),

−→
AC = (xC − xA, yC − yA, zC − zA) = (XC, YC, HC),

−→
AP = (xP − xA, yP − yA, zP − zA) = (XP, YP, HP).

(8)

From the product of the inner product and the mixed product in formula (8), we
can get 

∣∣∣∣ YB HB

YC HC

∣∣∣∣XP +

∣∣∣∣ HB XB

HC XC

∣∣∣∣YP +

∣∣∣∣ XB YB
XC YC

∣∣∣∣HP =M1,

XBXP + YBYP +HBHP =M2,

XCXP + YCYP +HCHP =M3.

(9)

where M1 = S1S2S3 |K|, M2 = (D2
AB + S2

A − S2
B)/2, M3 = (D2

AC + S2
A − S2

C)/2, so
the formula (9) can be solved, and we get

XP = 1∣∣∣∣∣∣ XB YB
XC YC

∣∣∣∣∣∣

[∣∣∣∣ YB HB

YC HC

∣∣∣∣HP −
∣∣∣∣ YB M2

YC M3

∣∣∣∣] ,

YP = 1∣∣∣∣∣∣ XB YB
XC YC

∣∣∣∣∣∣

[∣∣∣∣ HB XB

HC XC
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∣∣∣∣ M2 XB

M3 XC

∣∣∣∣] ,
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XC YC
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2

+
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∣∣∣∣∣∣
2

+

∣∣∣∣∣∣ HB XB

HC XC

∣∣∣∣∣∣
2 .

(10)
Then the three-dimensional coordinates of P point are xP = XP + xA, yP =

YP + yA, zP = HP + zA.

4. Example analysis

Using the positioning method shown in Fig. 2. In the test environment, the label
is placed on the metal surface, and there are fewer other obstacles in the environment.
The improved spatial localization algorithm is validated and analyzed by MATLAB
software.
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4.1. Analysis of measured distance optimization

We analyzed UWB modules’ ranging data for two seconds. The results are shown
in Fig. 3. In order to facilitate the distinction, the line which means not optimized
is bold in Fig. 3.

Fig. 3. Optimization results of edge detection

From Fig. 3, upper part, it can be seen that measured distance optimization
method can eliminate the ranging value with obvious errors. All the ranging values
after the elimination are located between 9.1m and 9.15m. Excluded values usu-
ally contain NLOS type data and other error effects. In addition, we can see that
measured distance optimization method eliminates a total of seven ranging data,
including two larger data error which can be visually seen from the figure. After the
removal, overall data is very concentrated.

It can be seen from Fig. 3, bottom part, that the data obtained by the test itself is
more concentrated, located between 9.11m and 9.16m. Standard deviation in Fig. 3,
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upper part, is 0.0864m, while it the bottom part it is 0.0097m. So the measured
distance optimization method can effectively improve the distance accuracy.

In addition, from both parts of Fig. 3 it can be found, because the P440 module
has been processed ranging data itself, that if UWB measured turned failure then it
will return 0, and the 0 data will not be considered. That is why there is a difference
in the number of distance data from the two tests.

4.2. Analysis of 3D positioning results

Four known points are selected for experiment, each known point is continuously
observed for a period of time. The distance intersection of space algorithm of the
optimal distance is used to solve the three-dimensional coordinates for two consecu-
tive seconds. The errors of these coordinates and the known precise coordinates are
solved, as shown in Table 1.

Table 1. Test results of insulated resistance value (kΩ)

Point
number

Axis Mean
value (m)

True
value (m)

Standard
deviation
(cm)

Average
point
error
(cm)

1

X 3.7262 3.749 0.0039

6.11Y 1.6907 1.635 0.0072

Z 1.6593 1.670 0.0061

2

X 5.6325 5.685 0.0042

7.67Y 1.6819 1.637 0.0101

Z 1.7074 1.674 0.0082

3

X 3.7777 3.751 0.0049

5.77Y 3.4606 3.439 0.0110

Z 1.6216 1.668 0.0183

4

X 5.7034 5.682 0.0032

3.91Y 3.4267 3.444 0.0033

Z 1.6432 1.671 0.0048

It can be seen from Table 1 that the average of several measurements is close to
the true value, and the standard deviation of each solved value is small, indicating
that each solved results has a low degree of dispersion, and results can be well
gathered near the true value.

Limited to space, take point 1 as an example, the three-axis error and point error
shown in Fig. 4. It can be seen from Fig. 4 that the three-axis error and point error
are not randomly distributed along the zero, there is a certain systematic error that
may be caused in the optimization algorithm. At the same time, it is found that the
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point error is in the range of 8 cm, and the precision is high.

Fig. 4. Three-axis error and point error

Point 1 was continuously tested 41-times, and the results are shown in Fig. 5. It
is considered that the positioning accuracy is high, x-axis value is between 3.71m
and 3.74m, y-axis is between 1.67m and 1.71m, and z-axis is between 1.64m and
1.68m.

Fig. 5. Test results of point 1
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5. Conclusion

In order to improve the localization accuracy of UWB, an improved UWB space
location method is proposed in this paper. The method optimizes the ranging, and
then use the distance intersection of space method to solve 3D coordinates.

Based on continuous 2 seconds of data processing, the method optimizes the
ranging and effectively improves the accuracy of ranging. The space location algo-
rithm in the method is simple and practical, and its computation cost is small. Tag’s
3D coordinates can be solved by only three base stations, which saves the hardware
cost. It can be applied to large-scale warehouse equipment management and other
application scenarios, it may not suitable for real-time demanding applications.

In addition, a future study on ranging optimization method, such as study the
empirical model, to eliminate system errors, which can improve the ranging accuracy
for static positioning to provide a higher positioning accuracy, remains as a future
work.
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Analysis of RFID technology based on
technology principles and construction

of development model

Tian Bojin1, Chen Ke1, Ai Qianke1, Qiu
Xiaoping2, 3

Abstract. Radio frequency identification (RFID) system uses radio frequency communica-
tion technology to realize the information transmission between reader and tag, and realize the
identification, location, monitoring and tracking of target. In order to obtain a better performance
of the passive UHF radio frequency identification system, a high-performance open test platform
for RFID systems was developed in this paper; influences of factors such as reader, tag antenna
polarization mismatch, mutual coupling effect of tag antenna and multipath effect on system per-
formances were analyzed; with the development of test platform, influencing factors in the study
were measured. The final experimental results show that: combined with the RFID system simula-
tion application environment based on PLC and OPC technology, the testing platform can provide
complete RFID system testing solutions including system performance and conformance testing,
third party monitoring, and application testing, and provide better performances.

Key words. Video recognition, performance testing, research development.

1. Introduction

As one of the core technologies in the development of Internet of things, ra-
dio frequency identification technology has attracted more and more attention from
governments, scientific research institutions and enterprises. Based on the RFID
system, combined with the existing network technology, the database technology
and middleware technology, it is composed of a large number of networked readers
and numerous mobile labels. The Internet of things has become a trend in the de-
velopment of RFID technology, which is more massive than the current Internet.
In the architecture of Internet of things, RFID tags contain items of information
that conform to uniform standards with the interoperability. Through wireless and
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wired network, it can collect relevant information to the central information system
to realize the identification of objects. Through the open computer network, it can
realize the information exchange and share, so as to realize the effective manage-
ment of the goods. As the carrier of identification information, RFID tags have
the advantages of data visibility, the character of real-time, security, environmental
adaptability, and the potential of extending the lifecycle management of products.
The research of RFID technology mainly includes two aspects: the industrialization
key technology and the application key technology. The key technologies of RFID
industrialization include tag chip design and manufacturing, antenna design and
manufacturing, RFID tag packaging technology and equipment, RFID tag integra-
tion and reader design. The key technologies of RFID application include: RFID
application architecture, RFID system integration and database management, RFID
public service system and RFID testing technology and specifications.

2. State of the art

Foreign RFID related organizations, enterprises and research institutes have es-
tablished their own RFID testing platforms to promote the development of RFID
technology, as well as the industry and application. The Infineon Technologies Com-
pany founded the RFID solutions exhibition and evaluation center and system labo-
ratory in Austria in 2004. The lab can provide solution information for the Infineon
Technologies Company’s RFID systems, including software and systems integration
platforms, infrastructure, readers and tags, and other related equipment [1]. The
RFID testing center, established by Sun Microsystems in Dallas, USA, focuses on the
tag optimization and backend data integration issues. The terminal users of Sun Mi-
crosystems products can use the test center to ensure that the products they use can
meet the application requirements and can test the RFID system before the actual
deployment of the device [2]. At present, some institutions and research institutes
in China have also made some progress in the construction of RFID test platform.
With the support of the national high technology researches and development pro-
grams, in October 2004, Beijing Zhongjiaoguoke Logistics Technology Development
Co. Ltd. and Chinese Academy of Sciences Institute of Automation Research Center
RFID established the first national RFID test center in China. Through a number
of reliability indexes of the key technology of the RFID test, the center put forward
the reliability evaluation system to provide the basic data support and direction for
further researches [3]. In 2004, the Auto-ID China Laboratory, affiliated to the State
Key Laboratory of ASIC and systems, Fudan University, Shanghai was established.
The platform can analyze and test the problems in practical applications, provide
references for the relevant production enterprises, and provide the theoretical ba-
sis and technical supports for the establishment of independent RFID standards in
China [4].
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3. Methodology

Typically, a radio frequency identification system consists of an electronic tag, a
reader, and a computer communication network, as shown in Fig. 1. For each part,
the functions are as follows. Electronic tag: as a memory, it contains information
about objects and is usually placed in objects. Each tag has a unique ID number
UID; reader: as a recognition device, it exchanges information mainly through the
RF technology and electronic tags, and it can be designed as hand held or fixed
type. The signal power of the reader is much larger than the backscattered signal
from the tag, and this has the same frequency as the received signal; computer
network communication: it can complete communications, and it is used for data
management. Some systems can also connect to the upper computer via a reader’s
RS232 or RS485 interface [5]. The working principle of the system is that when the
reader is in working mode, the antenna will emit radio waves of sufficient powers,
and when an object with an electronic tag is near the reader and in the radio
frequency range of the reader, the RFID tag will be activated and sent information
to the reader. The reader receives and demodulates the RF signals from the tag and
sends them to the computer’s main systems for processing. The main system makes
corresponding processing and control according to the logical operation, and sends
out the instruction signal [6].

Fig. 1. Radio frequency identification system

RFID system test means testing related equipment through scientific testing
methods, testing instruments and testing platforms, the readers, tags, antennas
and middleware, and so on in the R & D design phase of RFID system or under
the actual deployment environment set by terminal users [7]. Based on the related
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test contents, test results should be scientifically analyzed; according to different
frequency bands and application field of RFID products, corresponding production
standards and test specifications shall be established; the system of testing stan-
dards of the perfect RFID system should be established to improve the product
performance and optimize the equipment deployment, and to promote the progress
of RFID technology and the wide range of product promotions [8].

The application test of RFID system was aimed at the specific application en-
vironment. By changing the location of the tag, the location of the antenna, the
tag, the material attached, and other environmental factors, system identification
area, recognition rate, recognition rate, reliability and interoperability performance
of RFID system under specific conditions were tested, and specific test contents are
shown in Table 1.

Table 1. Application test of RFID system

Label location
Direction
Angle

Spacing

Antenna deployment
Direction
Angle

Position

Dielectric material
Frequency drift

Dielectric constant
Absorption reflex

Environmental factor
Multipath effect

Electromagnetic interference

Environmental temperature and humidity

The application test of RFID system faces specific application environment, so it
has more practical reference values to terminal users [9]. The environmental factors
involved in RFID application testing include: the change of parameters such as the
direction, angle and relative position of labels caused by the tag position; the change
of parameters such as the square, the angle and the height of the antenna caused
by the deployment of the antenna; the change of frequency drift, dielectric constant
and absorption reflection coefficient caused by dielectric materials; other changes in
the application environment, such as multipath effects, electromagnetic interference,
and environmental temperature and humidity parameters. Through the test, among
the above parameters, in one or several hours, the identification area, recognition
area, recognition rate, recognition rate, reliability and interoperability of RFID sys-
tems were changed; the internal relations between various environmental factors and
system performance in application environment were analyzed; the influence degree
of environmental factors on the system performances was graded; a visual system
evaluation model was proposed; references were provided for the optimized and rapid
deployment of equipment for terminal users [10].

According to the application requirements of the development of RFID testing
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technology, combined with the hardware and software design of test platform and
four working modes, main functions of the RFID system test platform are shown in
Fig. 2.

Fig. 2. Main functions of the RFID system test platform

The system performance and conformance testing of RFID mainly completes
the conformance testing of air interface physical layer, protocol layer performance
standards and other provisions of the standard RFID system under the environment
of the system (such as anechoic chambers and open spaces, etc.), as well as the
recognition, recognition rate, sensitivity, label RCS and system performance test
[11]. RFID system conformance testing includes physical layer and protocol layer
test. Physical layer tests include the time domain parameter tests, such as the power
on the reader, the time, the pulse width, the duty cycle, the polling time and the
state and storage time of the reader; frequency parameter tests such as frequency
range, frequency offset, carrier stability, occupied bandwidth, intra band power, and
adjacent channel power leakage ratio [1]; modulation domain parameter tests such as
the modulation method, modulation index, modulation depth, envelope level value,
envelope rising value, falling edge level and envelope value, envelope rising time, fall
time, envelop overshoot and undershoot; and the joint time-frequency analysis of
signal in time domain, frequency domain and modulation domain. The test protocol
layer includes a data storage test; testing of state machines such as ready, arbitrate,
answer, confirm, open, protect and inactivate; the test of instruction execution such
as save, query, read and write; testing of data frames such as preamble, checksum,
data rate, and delimiter length; and the collision test [12].

According to the relevant standards and testing standards, the consistency test
of the air interface communication protocol used the developed test platform to com-
plete the test of the reader, label performance and system communication process,
as shown in Fig. 3.
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Fig. 3. Conformance testing of communication parameters of the tag’s air interface

The test process is as follows: the first step: after the device deployment and
initialization were completed, the PCI-5640R, PCI-5610 and PCI-5600 card aliases
were selected, and the carrier mode was set to Burst. Second step: the carrier center
frequency was set to 915MHz; the transmit power was set to 27 dBm; the reference
power was set to –10 dBm; the capture signal length was set to 10ms. The third
step: the firing command was selected as Inventory Sequence. According to the
ISO/IEC 18000-6C standard, the relevant parameters of the instruction are set and
the instructions were emitted. In the fourth step, the time domain and frequency
domain characteristic parameters of instruction and response signal were analyzed
and tested according to the captured instruction and the response signal waveform.
By calculating, the differential radar scattering interface of the tag was obtained.
The fifth step: according to the test result, the test report was given.

The real-time simulation system RFID reader test can identify the scope by
using the developed test platform, system identification and test the reader and
the tag antenna angle by rotating the reader antenna with the change of the angle
between the reader and the tag antenna The test example of the ALN-9640 tag of
Alien Company was given. A symmetrical half wave antenna was used to test the
antenna.

Test process: Step 1: the ALN-9640 tag was attached to the conveyor belt, and
the labels and readers were set parallel to the antenna. At this point, the azimuth of
the transmit and receive antennas was assumed to be: θ = 0◦. The second step: the
conveyor speed was set to 0.1m/s; the transmitting power of the reader antenna was
set to 27 dBm. The carousel was activated to record where the label was successfully
identified. The third step: the angle of the transmitting and receiving antenna was
set to 15 degrees, from 0 to 165 degrees. At different angles, the second step was
repeated. The fourth step: the identification location of the tag was counted with
the change of θ.

On the basis of the performance and conformance testing of the RFID system
and the testing function of the RFID system application, the platform can also
realize third party monitoring and data stream disk function. Based on the remote



ANALYSIS OF RFID TECHNOLOGY 251

invocation function based on Web of the platform, the platform can provide users
with data storage and open testing services, and further study and analyze the stored
data.

3.1. Result analysis and discussion

The results of the system identification test are shown in Fig. 4.

Fig. 4. The results of the system identification test

It can be seen that due to the effect of antenna, reader and tag reader and tag
antenna main lobe direction angle, reader and tag antenna polarization mismatch
labels and multipath effects and other factors, the recognition range was scrappy
and uneven. In the maximum recognition range of the system, the tag had the
location blind area which can’t be identified, and it affected the recognition range
and recognition rate and other system performance parameters.

The third party monitoring test can monitor the air interface of RFID system,
and test the standard compliance of the system reader and tag equipment. The
test platform supports the DSB-ASK, PR-ASK modulation, Miller encoding, NRZ-
L encoding, PIE encoding, Manchester encoding and other encoding methods, and
it can test the time domain waveform analysis, frequency domain analysis, and
the baseband signal parameters of the whole communication process. It has the
testing function of protocol layer parameters such as protocol state machine, data
rate, and frame format, mandatory and user-defined command, so the sensitivity of
monitoring test is relatively high, accompanied by simple testing methods. In the
test, it is necessary to note that the tag response signal is weak, so in the case of
limited antenna sensitivity, the monitoring antenna should be placed near the tag
to obtain better listening effect. In order to further analyze, handle, and store the
performance of the device to be tested, the test platform has realized the function
of the signal flow disk. The acquired air interface signal can be entered into a
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microcomputer to carry out the advanced protocol analysis. The waveform data is
in the standard format and it is compatible with software such as Matlab.

The test results of minimum transmit power of the reader antenna are shown in
Table 2.

Table 2. Test results of minimum transmit power of the reader antenna

Tag number 1 2 3 4 5 6 7 8 9

P̄seni (dBm) 23 33 34 17 16 17 21 20 21

Pni−min (%) –8.7 –9.1 –8.7 –5.9 –6.3 –5.9 –9.5 –10 –9.5

Pni−max (%) 4.4 4.8 4.4 11.8 12.5 11.8 4.8 10 4.8

∆Pni (%) 13.1 13.9 13.1 17.7 18.8 17.7 14.3 20 14.3

When the tag spacing is less than 1.5 times the system operating frequency wave-
length, the mutual coupling effect has great influences on the system performance;
the effect of mutual coupling on the system performance is nonmonotonic, so it can
be enhanced or reduced; for double label, the range of the minimum transmit power
of the reader antenna is (–7%, 11.6%); increasing the transmit power of the reader
antenna can reduce the influence of mutual coupling effect on the system perfor-
mance; for the label double plane case, the range of the minimum transmit power
of the reader antenna of target plane label is (–10%, 12.5%); the influence of the
interference planar tag on the recognition rate of the target plane label system is
similar to that of the metal plane.

4. Conclusion

In this paper, combined with the requirements of the project and the actual ap-
plication requirements of RFID, the RFID system test platform based on software
defined radio and virtual instrument technology was developed. By using the test
platform and commercial RFID equipment, influences of polarization mismatch be-
tween reader and tag antenna, antenna inter-coupling effect and multipath effect on
the performance of RFID system were analyzed and tested. Theoretical guidance
and references were provided to the RFID technology research and the rapid de-
ployment of equipment of terminal users. Through the research of this paper, some
conclusions were obtained as follows.

Compared to existing RFID test equipment, the test platform developed in this
paper has the characteristics of low cost, multi support protocol, user-defined test
function and typical deployment scenarios, and it can provide complete solutions
for the RFID system testing, such as the RFID system performance, the protocol
conformance and application testing. When the tag spacing is less than 1.5 times
the system operating frequency wavelength, the mutual coupling effect has great
influences on the system performance; the effect of mutual coupling on the system
performance is nonmonotonic, so it can be enhanced or reduced; increasing the
transmit power of the reader antenna can reduce the influence of mutual coupling
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effect on the system performance; for double label and label biplane situations, the
ranges of the minimum transmit power of the reader antenna of target plane label
are (–7%,11.6%) and (–10%, 12.5%). Compared to free space, the degradation rate
of system path loss in indoor multipath environment is faster; the propagation of the
antenna from the reader to the tag electromagnetic wave is the first Fresnel region,
and the additional loss is caused by the barrier so as to increase the loss rate of the
system path loss; when Finel clearance is 1.5 times larger than the radius of the first
Finel District, edge obstacles have less influence on the system path loss; compared
with the traditional logarithm distance path loss model, the standard deviation of
the t two-slope model proposed in this paper can be reduced by more than 10%.
The reader antenna should be oriented to the geometric center of the target region;
commercial reader antennas are mostly elliptical polarized; polarization mismatch
is still an important factor that should not be neglected; compared to the single
antenna case of a single reader, the multi reader antenna can effectively improve
the target area recognition rate; multi antenna coherent multipath interference can
produce new blind spots, but the improper use of it will reduce the identification
rate of target areas; the system performance optimization method based on label set
and phase switch can improve the target area recognition rate by 10% and 7.6%.

Because of the limitations of research level and condition, this research still has
some problems: the expression of mutual impedance between tag antennas and the
influence of mutual coupling effects on the performance of RFID system are only
applicable to the condition where the antenna is in the far field of the antenna
radiation, and the tags in practical applications may be in the near-field region of
antenna induction; evaluation methods cannot reflect the density distribution of
target region recognition rate; tag set optimization method increased system costs;
when the target object is small, if the distance is less than 1.5 times the frequency of
the label system wavelength, the mutual coupling effect between antennas may lower
system performances; the phase switch optimization method increased the number
of read times of readers, and reduced the recognition rate of the system.
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Application of ZigBee wireless sensor
network in gas monitoring system1

Jun Hu2

Abstract. The coal mines in our country are in great demand, and mining technology level
is relatively backward compared with other developed countries. The monitoring system has the
disadvantages of complicated wiring and high cost. In order to overcome the shortcomings of
China’s current coal and gas system, the application of ZigBee wireless sensor network technology
in coal mine gas monitoring system was put forward. The hardware and software of wireless sensor
network node and the overall scheme were designed, and the performance of the system was tested
in this paper. The results show that the monitoring system can carry out a comprehensive real-time
intelligent monitoring to gas accidents, which reduces the probability of gas accidents effectively
and has certain practical significance.

Key words. ZigBee, wireless sensor, gas monitoring, application.

1. Introduction

Coal industry has always been the focus of China’s industrial development. It
is not only related to China’s economic development and social progress, but also
the key industry for the revitalization of the nation. Base on this, the status of
coal industry in the development of China’s industry can be seen. However, the
coal industry in our country now has such disadvantages as low overall productivity,
serious natural disasters, complicated mining conditions, low safety and frequent
accidents. In addition, there are many small coal mines which are privately exploited
in our country, and the security awareness is poor. Therefore, the coal mine industry
is the key industry in our country’s safety accidents. According to the survey of
China’s Security Supervision Bureau, China’s coal mine accidents caused by death
toll reached 5670 people in 2001 and the number of deaths caused by coal mines in
China reached 6995 people in 2002. 7023 people died due to coal mine accidents in

1This work is supported by a fund from Scientific Research Project of Education Department
of Hunan province. Project name: Research on key technology of gas concentration monitoring in
coal mine based on Wireless Sensor Networks, No. 15C0612.

2College of Software, Hunan Vocational College of Science and Technology, Changsha, Hunan,
410118, China
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2004. Thus, the safety awareness of China’s coal industry has not increased year
by year, but accidents happen frequently year by year. The study shows that gas
explosion has the highest proportion and is the most dangerous among all accidents
in these coal mine accidents. Therefore, gas monitoring is a very important work,
and it is the guarantee of safety production in coal mining industry.

Based on the demand of coal mine industry safety guarantee, the hardware and
software of the overall scheme of gas monitoring and wireless sensor network node
were designed aiming at the coal mine gas monitoring system by using the Zigbee
wireless sensor network technology based on the basic theory in this paper. In
the second section, the concept of infinite sensor network was introduced, and the
current development of the world wide sensor network was summarized briefly. In
the third section, Zigbee technology was used to design the hardware and software of
the wireless sensor network node. CC 2430 was used as the sensor node, and a whole
gas monitoring system was designed. The data of the preliminary application of the
system were summarized and analyzed in the fourth section. Finally, the research
process and results were summarized in the fifth section.

2. State of the art

Through consulting relevant research documents, it can be seen that China be-
gan to apply gas monitoring technology in coal mine industry from the beginning
of eightieth century [1]. The developed countries, such as the United States and
Britain, have established the gas monitoring system with long time. Gas monitoring
system is to monitor all kinds of harmful gas and working environment mainly, such
as the concentration of oxygen and carbon dioxide gas, the temperature and humid-
ity under the mine, and the highly dangerous methane gas and so on [2]. Once there
is insecurity, people can find it in time. At first, our country imported related equip-
ment and instruments from abroad, and later developed the K 14 monitoring system
through the integration of the actual situation and characteristics of our country [3].
With the development of science and technology and the arrival of electronic era,
the traditional gas monitoring system was replaced by K 195 and other high-tech,
computer or electronic technology systems gradually [4]. The national government
has also set up relevant laws and regulations to regulate the development of coal
mine industry. It is stipulated that the gas monitoring system must be equipped
regardless of the size of the mineral enterprise [5]. With the continuous development
of China’s coal mining industry, more and more small enterprises appear in the line
of sight. Competition among enterprises is fierce, and it also promotes the develop-
ment speed and quality level of China’s coal industry. Gas monitoring system has
also changed from traditional single microcomputer monitoring system to networked
monitoring system or networked monitoring system [6]. However, the monitoring of
safety is still in the international backward level.
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3. Methodology

At present, the gas monitoring system in our country has the following problems
compared with the foreign countries, as shown in Table 1. And ZigBee technology
characteristics and gas monitoring system problems can be fused together. Specific
features of ZigBee are shown in Table 2. Therefore, targeted research is conducted
on existing issues in this article. Sensor nodes, management nodes and sink nodes
are three major components of a sensor [7]. The nodes of the general sensor are
located in the monitored area randomly, and all nodes are connected to form a huge
network system. Sensor nodes can communicate the monitored signals to each other,
and aggregate in the pooled nodes, and then transmit to the management node via
satellite and Internet processing. People can manage and set up the entire sensor
network according to the signal of the management node. At the same time, it can
also monitor the release of the monitoring task and obtain the statistical results
[8]. The general structure of the sensor network is shown in Fig. 1. Sensor nodes
usually exist in the form of embedded systems [9]. Each node has a path to the node
terminal, and it can also propagate the signal to other nodes. Each node has the
function of processing data and storage, so the core of the sensor network is even
the terminal monitoring node [10].

Table 1. Existing problems of gas monitoring system in China compared with those in other
countries

Serial
number

Problems existing in gas monitoring system in China

1 The wired network has complex wiring, high labor intensity and high
maintenance cost of communication lines. Therefore, its scalability
and flexibility are inadequate for industrial buses. The communication
line is easy to destroy, and it is easy to waste the resources because
of the increase of cost.

2 The network structure is relatively fixed, and it is not suitable for the
dynamic change of tunneling.

3 The monitoring point is relatively fixed, and the detection blind area
is prone to occur.

4 The processing level of primary instrument (sensitive component) in
safety instrument is much lower than that of foreign advanced level,
which makes the accuracy and reliability of detecting gas data insuf-
ficient.

It is well known that wireless sensor nodes are very important for the whole
monitoring network. A general wireless sensor node consists of the following sections:
SCM and wireless communication module, energy supply module, sensor module
and processor module [11]. The detailed structure is shown in Fig. 2. The most
important component of the infinite sensor nodes is the microcontroller and wireless
communication module. The biggest difference between the chip and CC2420 is
the integration of Zigbee, 8KB and RF front-end SARM and large capacity storage
space on the basis of CC2420, and the advanced performance of 8051MCU enhanced
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industry standard is joined. The chip has an analog digital converter, CO processor,
time and sleep mode timer, and has the core MJC4/3.0L original carrier catalytic
gas concentration monitoring circuit and a temperature and humidity sensor.

Table 2. Technical features of ZigBee

Serial
number

Features of Zigbee Technology

1 Excellent wireless reception sensitivity and powerful immunity

2 Only 0.9 microns of flow is consumed in sleep mode, and external
interrupts or RTC can wake up the system. In standby mode, the
flow loss is less than 0.6 a, and external interrupts can wake up the
system.

3 Wider voltage range (2.0∼3.6V)

4 Hardware support for CSMA/CA functionality

5 Digital RSSI/LQI support and powerful DMA capabilities

6 ADC integrated with 14 bit analog to digital converter

7 There are 2 powerful USART protocols that support several groups
of protocols, 1 MAC timers that conform to the IEEE 802.15.4 spec-
ification, 1 regular 16 bit timers and two 8 bit timers.

8 Powerful and flexible tools for development.

Fig. 1. Structure of wireless sensor

The CC2420 chip has a working band of 2.400–2.4835GHz. The current con-
sumption is low and the receiving sensitivity is –99 dBm. The CC2420 chip adopts
the IEEE 802.15.4 standard direct sequence spread spectrum (DSSS) mode. The
speed is 2MChip/s, and the output power is controlled by the programming pro-
gram. The internal has VCO, LNA, PA, and current rectifier. The power supply
voltage is 2.1–3.6V, and the anti-interference channel capability is stronger. And
the MAC layer application of IEEE802.15.4 can support the generation of automatic
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frame format, simultaneous insertion and detection, 16bit, CRC collation, inspec-
tion, monitoring for power supplies and full MAC layer security protection. With
4 bus SPI interface, development tools are fairly complete, including the develop-
ment of documents and presentations, the size of 7×7 mm, and QLP-48 packaging.
Although all aspects of CC2420 performance have been able to meet the general
monitoring system, CC2430 chip has many more powerful features. Various aspects
of performance of CC2430 have been improved greatly on the basis of CC2420. De-
tails are shown in Table 3. The power supply of this system is a low voltage RE113-3
regulator chip, which can provide stable voltage of 3V continuously. The principle
of an infinite sensor node is shown in Fig. 3.

Fig. 2. Structure of wireless sensor node

Table 3. Features of CC 2430 chips

Characteristic performance parameter

Data rate 868MHz, 20 kbit/s, 915MHz, 40 kbit/s, 4GHz, 250 kbit/s

Communication range up to about 150m in the open environment, and within
100 meters generally,

Communication delay About 15ms

Channel number 868/915MHz 11, 24GHz 16

Band 868/915MHz and 2.4GHz

Addressing mode 64 bit IEEEE address, 8 bitnet work address

Channel access CSMA-CA and Time slot CSMA-CA

Temperature –40∼85 ◦ C

The key information of this system comes from the user’s special keyboard mainly.
The input program in section 1 consists of 8 bytes. When a key is pressed, the
first byte represents the corresponding value of the keyboard. When two keys are
pressed, the first byte and second byte represent the corresponding values of the
keyboard. Based on the same principle, when 8 keys are pressed, all bytes represent
the corresponding values of the keyboard. However, when the key pressed is less
than 8, the bytes that are not represented will be displayed in the form of "00H".
The status of the keyboard is scanned regularly and the scanning information is
sent to the fast detection module. When CH375 completes the task of receiving the
information, the application is interrupted to the microcontroller. The single chip
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microcomputer takes the corresponding value as the judgment and the operation
processing after the judgment mark.

Fig. 3. Principle of infinite sensor nodes

4. Results analysis and discussion

The infinite sensor node structure adopted in this paper not only saves the cost,
but also solves the problem of the connection between single chip computer and wire-
less communication module. The software used is the C51RF-3-CC 2430-PK wireless
single-chip microcomputer development system of Chengdu Antenna Dragon Com-
pany. The process of designing a wireless sensor network node by using ZigBee
technology is as follows: firstly, ZigBee C51RF-3 was used as the development plat-
form to build the platform for wireless sensor nodes. The platform consisted of two
ZigBee based host computers and two wireless extended performance boards. The
wireless expansion board was used to connect the antennas to complete the function
of sending and receiving information. The host and wireless extensions board were
connected via the RS-232 interface. Secondly, the driver software for each function
was developed. The development environment for IAR7.2C51 was installed after
the establishment of the wireless sensor network platform. And then through the
software design, the application development was completed according to the need,
and the function of each module was realized. Thirdly, the simulation test of the
system was carried out. The online emulator system was connected to the host via
the USB interface. At the same time, the 10 wire simulation cable is used to connect
the system to the wireless MCU target board of CC2430 chip. The wireless network
node system was simulated and tested online. The overall system flow is shown in
Fig. 4.

Generally, when the gas concentration is more than 1% in the mine, the gas
monitoring system will give an alarm prompt. The prescribed gas monitoring system
shall not exceed 0.05% of the prescribed error range. Different concentrations of
methane gas were prepared in the laboratory and stored in closed cylinders. Then,
the probe of wireless sensor was extended into the bottle, and the on-line simulation
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test of the system was carried out. The results show that the gas concentration of
the gas in the cylinder is determined by the alarm concentration of the gas under
the mine.

Fig. 4. System construction diagram

Some source files and software functions in the coordinator used in the system
are shown in Table 4.

The protocol stack is responsible for assisting the coordinator to build the network
mainly in routing nodes. The functions of sending information and data are realized
by connecting the RFD nodes. Some source files and software functions used in the
system are shown in Table 5.

Mote View visual monitoring software was used in the design of real-time mon-
itoring system in this paper. The software got all the data passed by all the nodes
from the Postre SQL database successfully, and achieved real-time monitoring. As
long as the manager can observe all the data of the Mote View in the display screen
or the situation diagram and the topological graph of the node, the environment
information of all the nodes can be mastered for the first time. The software can
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also be set to mobile mode, which means that when there is an alarm message, it
will be sent to the manager’s mobile phone in the form of SMS or e-mail. The secu-
rity hidden danger can be discovered in the first time and the prompt measures are
made.

Table 4. Coordinator source and software functions

Application layer pro-
gram

Master coordinated control application (coord.c) , SPI mas-
ter control interface (MSPI.c) , RS-232 terminal program
(Console.c) , Zigbee application layer program (zAPL.c) ,
Zigbee application support sublayer (zAPS.c) , Zigbee de-
vice object (ZDO.c) , Proximity tables and binding tables
are set up (NeighborTable.c) , Dynamic storage manager for
indirect transport buffers (SRALLOC.c) etc.

Network layer program Zigbee network layer program (zNWK.c)

MAC layer program IEEE802.15.4MAC layer program (zMAC.c)

PHY layer program CC2430 specific PHY program (zPHYCC2430.C)

Table 5. Source code and software function of routing node

Application layer pro-
gram

Routing application (ROUTER.c), SPI master interface
(MSPI.c), RS-232 terminal program (Console.c), Zigbee
(zAPL.c), application layer Zigbee application support sub-
layer (zAPS.c), Zigbee (ZDO.c), the device object near the
table and set up the binding table (NeighborTable.c), dy-
namic indirect transmission buffer storage manager (SRAL-
LOC.c) etc.

Network layer program Zigbee network layer program (zNWK.c)

MAC layer program IEEE802.15.4MAC layer program (zMAC.c)

PHY layer program The specific PHY program for CC 2430 (zPHYCC2430.C)

The monitoring results of the gas monitoring system established in this paper
are shown in Table 4. Gas content of 0 cylinder monitoring results were in full
accordance with reality in the three minute test, and the monitoring result was 0.
That is to say, the error was 0. For the gas content of 0.79 cylinder test results,
the monitoring result was 0.77, and the actual error size was 0.01%, which accorded
with the corresponding standard of gas monitoring concentration. For the gas con-
tent of 1.19 cylinder test results, the monitoring result was 1.16 and the actual error
size was 0.02%, which also conformed to the gas monitoring concentration corre-
sponding standard. For the gas content of 1.69 cylinder test results, the monitoring
result was 1.65, and the actual error size was 0.03%, which also conformed to the
gas monitoring concentration corresponding standard. For the gas content of 1.49
cylinder test results, the monitoring result was 1.55, and the actual error size was
0.03%, which accorded with the corresponding standard of gas monitoring concen-
tration. For the gas content of 1.09 cylinder test results, the monitoring result was



APPLICATION OF ZIGBEE WIRELESS SENSOR 263

1.08, and the actual error size was 0.01%, which was in line with gas monitoring
concentration of the corresponding standards. The error of gas concentration and
actual gas concentration detected by wireless sensor based on ZigBee was less than
0.05%. The average error of all experiments was only 0.019%. According to gas
monitoring standard and error range under coal mine, the wireless sensor network
system based on ZigBee conforms to the standard of corresponding gas monitoring
index fully.

Table 6. Monitoring results of gas monitoring system established in this paper

Gas concentration (%) Test time (min) Determination result (%) Error (%)

0 3 0 0
0.79 3 0.77 0.01
1.19 3 1.16 0.02
1.69 3 1.65 0.03
1.49 3 1.55 0.03
1.09 3 1.08 0.01

5. Conclusion

In order to establish a more perfect gas monitoring system and reduce the occur-
rence rate of mine accidents, the node hardware of the gas monitoring system based
on the ZigBee wireless sensor network of single chip microcomputer MSP430F149
and radio frequency chip CC2430 was designed. The sensor module based on the Zig-
Bee protocol was designed to complete the information acquisition and collection in
the monitoring area and control the whole system. A 2.4GHz IEEE 802.15.4/ZigBee
standard was used to establish a wireless sensor gas monitoring system for moni-
toring the gas concentration in the target environment. The system was used for
simulation and test in this paper. The conclusions were drawn as follows: the wireless
sensor network node ZigBee designed by MCU MSP430F149 and RF chip CC2430
designed in this paper can accomplish the functions of information collection, ag-
gregation and sending. The application of Mote View software also can realize the
real-time monitoring of the monitoring environment and the prompt of real-time
alarm successfully. However, the environment under the mine is very complex, and
the simulation of the cylinder is different from each other. So it is necessary to fur-
ther optimize and adjust the system for the underground mine. There is no doubt
that ZigBee based wireless sensor network monitoring system will become more and
more mature, and its application will be expanded in the near future.
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Image registration algorithm based on
SIFT feature descriptor1

Changxing Geng2, Peng Wang2, Pengbo
Wang2

Abstract. With the development of society, the single image has been unable to meet the
needs of mankind. The new sensor allows the ability to capture images quickly. In order to meet
this demand, the image mosaic technology is born. In this paper, a registration algorithm based on
feature descriptors was proposed. The feature descriptor could fully reflect the shape and texture
features of the image because the feature descriptor could quantify the local structural features of
the image. The SIFT algorithm was used to extract image feature points and analyze the influence
of different distance selection on the feature points matching in the similarity criterion. RANSAC
algorithm was used to eliminate some misunderstanding matching, which improved the accuracy.
The speed of pairing was analyzed by the parameter theory of Pyramid in SIFT algorithm.

Key words. SIFT, feature descriptor, image registration, algorithm.

1. Introduction

Through the human visual sensory system, the information described in an image
can be analyzed by looking at an image. Human information is transported mainly
through images because they can objectively display the real form of things, so that
people can observe and understand [1]. The information expressed by voice and text
is relatively simple, but the image is different, which contains many large amounts of
information. The abundance of information makes it difficult for people to extract
useful information from them. As the most important science in image information
processing, digital image processing technology also has its branches [2], including
image acquisition, registration, object detection, recognition and classification and so
on. Image registration is the most basic task [3], and we only need to be responsible
for that the same object or the same pixel image can match with others. No matter
what the conditions are, we must obtain the same space in the final image [4].

1This work is supported by Jiangsu Province Natural Science Foundation for Young Scholars,
No. BK20140325.

2Robotics and Microsystems Centre, Soochow University, Suzhou, 215021, China
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Whether they are single sensors or multiple sensors, they have a certain relationship
within the same data at different angles [5]. If the redundant information and
complementary information can be used, a reliable basis can be obtained to improve
the signal-to-noise ratio. Therefore, the integration of multiple resource information
is the best way to get the information that we need [6].

2. State of the art

Image feature technology can be used in a variety of occasions requiring image
processing. Foreign scholars have invested a lot of effort to study image processing
techniques [7]. Beginning in the late 1970s, images began to be studied. Corner
features were proposed by Moravec in 1977, but corner feature detection had many
limitations [8]. For example, rotation invariance and noise sensitivity were not in-
cluded. Harris and Stephens improved the Moravec’s detector in 1988, which signifi-
cantly improved detection rates and repetition rates with invariance to rotation and
grayscale changes compared with the previous features [9]. In 1998, Lindeberg sys-
tematically proposed the scale space theory of signals, which realized scale invariant
feature extraction. The method of region detection for maximum stable extremum
was proposed by Matas in 2002, and affine invariant was obtained in strict sense
[10]. In 2004, in order to solve many matching problems such as translation, rota-
tion, affine transformation, perspective transformation, image features and so on,
Lowe proposed scale invariant feature transformation (SIFT) algorithm, which was
applied to a variety of situations.

In order to improve the speed of feature matching and the performance of match-
ing, many scholars at home and abroad have done a great deal of improvement and
research on the features according to the SIFT algorithm. In 2007, Tinne Tuyte-
laars improved the SIFT algorithm on the basis of gray information. Scholars from
various countries have done a great deal of work and have reviewed the local feature
detection operators [11]. After the proposal of n SIFT feature descriptor based o
gradient image [12], SURF, GLOH and PCA-SIFT were improved based on SIFT
feature descriptor [13], and was widely used in the follow-up.

2.1. Methodology

Image feature technology has been applied in many fields, such as image recog-
nition, graph retrieval, image registration, image stitching, texture recognition and
other fields. Its wide range of applications makes its research more thorough. Image
registration means that no matter what conditions we are shooting, as long as we
can be responsible for the same image or the same pixel, the same space can be ob-
tained at last. Some local picture information obtained in the practical application
is only by single sensor or multiple sensors in a same image or items, but the data
is far more than the object or scene itself. In this paper, a registration algorithm
based on feature descriptors is proposed. The feature descriptor can fully reflect the
shape and texture features of the image, the reason is that the feature descriptor can
quantify the local structural features of the image. In order to recognize objects, the



IMAGE REGISTRATION ALGORITHM 267

first thing is to represent the image in a reasonable way. This is to make it easier
for us to match, so that only the same target can be matched in the absence of
conditions [14]. In addition, it is necessary to take into account factors such as time,
resolution, light, posture, etc. Why the same object appears differently in different
images because the various unstable factors affect the state of the target itself and
the environment in which the scene is situated. But even with such uncertainty,
people can be distinguished from different nationalities. When the characteristics
of the information are judged, people can identify some objects through some lo-
cal characteristics of the same object [15]. Local commonality allows us to use less
resource to get the information that we need, so that the time and effort can be
saved without tedious data analysis. Image local feature descriptor is one of the
best matching and most widely studied algorithms. It not only has the characteris-
tics of translation, scaling and rotation invariance, but also has good robustness to
changes in illumination, affine and projection.

Local feature descriptor has the following characteristics: (1) local feature of
image has stability and invariance to some extent; (2) The matching is fast and
accurate with unique characteristics, and the information is rich; (3) it has a large
quantity, and a few objects can produce a large number of eigenvectors; (4) it has
the high speed of the optimized matching algorithm; (5) the scalability with other
forms of feature vectors is very convenient. There are two steps of image registration
by using SIFT algorithm: one is the extraction of SIFT feature points; another is
the feature point matching.

Just like a light in a dark area and a black spot in a bright region, it still remains
the same even when the light conditions change. In addition to the very stable feature
points extracted by the SIFT registration algorithm and the corner and edge points
in the image, there are some local extreme points. Usually, the transform relation
of the image can be calculated by matching points. Typically, the matching points
have the following characteristics. If the two images are registered in the same target
area, the corresponding feature points and the corresponding relationship based on
the SIFT feature points of the two images can be obtained. In the SIFT algorithm,
the most important thing is to extract feature points. However, the premise of
extraction is to build a multi-scale space with stable feature points to extract the
invariant feature points of these scales. But in order to further accurately determine
the location of the feature point, the interference of the unstable points should be
eliminated, such as noise elimination and so on. These feature points are extracted
for registration and the generation of SIFT feature descriptor at last. Through the
main direction and auxiliary direction of feature points, the feature points can be
rotationally invariant.

Usually it is arranged in the shape of Pyramid, and the resolution of each layer of
the image in Pyramid is raised from top to bottom. In order to generate a space of
Pyramid image, low resolution filtering and sampling are used for input brightness
images, and multi-resolution processing mechanism is generally used. The bottom
is high resolution image, and the top is low resolution image. The structure of the
image gradually decreases from bottom to top and becomes smoother gradually.
According to the spatial structure of Pyramid, the effect of noise on images can
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be reduced. The proposal of Pyramid provides strong evidence for our subsequent
analysis. The scale of feature points is invariant because Gauss convolution kernel
is used to establish scale space.

The two-dimensional Gauss function is

G (x, y, σ) =
1

2πσ2
e−(x

2+y2)/2σ2

,

where (x, y) is the pixel coordinate position and σ is the scale factor. The larger the
σ value, the more blurred the image. The image is represented with I(x, y, σ). The
image I(x, y, σ) of different scales is obtained by calculating the product of image
and two-dimensional Gauss function, and the formula is

L(x, y, σ) = G(x, y, σ)× I(x, y, σ) .

The Gauss difference scale space is D(x, y, σ), which is obtained by different Gauss
differential kernel product images:

D(x, y, σ) = G(x, y, kσ)−G(x, y, σ)× I(x, y) = L(x, y, kσ)− L(x, y, σ) .

.

Fig. 1. Image pyramid

In order to detect the maximum and minimum points of D(x, y, σ, the key points
are selected according to whether all of the sampling points can be greater than or
less than the 26 adjacent points. So in order to judge, these 26 points are used to
compare with each sampling point. Since DOG values are sensitive to noise and edge,
the candidate feature points can be detected when the above method for detection
is used: there are some low contrast points or some edge response points. These
unstable candidate feature points need to be eliminated. The extremum point x0
and the corresponding extreme value D (x0) are obtained by the derivation from the
second-order Taylor expansion of the DOG function. If the value of D (x0) is not
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greater than the set threshold, the point is deleted.
In addition, it is necessary to take the edge response point into account and

eliminate it. The method of trace and determinant ratio of Hessian matrix is used.
The Hessian matrix is defined as

H =

[
DXX DXY

DXY DY Y

]
,

the trace of the matrix is

Tr (H) = (DXY +DY Y )

and the determinant of the matrix is

Det (H) = DXYDY Y − (DXY )
2
.

If the value of Tr (H)
2
/Det (H) at the key point is not greater than the set

threshold, the point is removed. The final threshold is set at 10, which is calculated
by Lowe continuous experiments.

A feature descriptor with rotation invariant properties has been proposed by
Schmid. But it is limited by its poor uniqueness and poor matching accuracy, and
the descriptor does not take into account the direction. Therefore, the neighborhood
pixel gradient direction is added into the SIFT algorithm. In order to improve
the matching accuracy, it is guaranteed that the feature descriptor has rotation
invariance. The following formulas represent the gradient direction and amplitude
calculation of the feature points (x, y):

θ (x, y) = arctan

[
L (x, y + 1)− L (x, y − 1)

L (x+ 1, y)− L (x− 1, y)

]
, (1)

m (x, y) =

√
(L (x+ 1, y)− L (x− 1, y))

2
+ (L (x, y + 1)− L (x, y − 1))

2
, (2)

where, L (x, y + 1) , L (x, y − 1) , L (x− 1, y) , L (x+ 1, y) represent the gray values
of the upper, lower, left, and right pixel points of the point M .

When the key point is the center, the histogram is used to calculate the gradient
direction. According to the histogram of the gradient direction, the angle range is 0–
360 degrees, and 36 columns with 10 degrees as a column can be obtained. The next
thing is to find our peak representation, which represents the direction of our key
points. But there are likely to be several main directions, at this time, it is necessary
to judge. According to the robustness of the matching, our auxiliary direction needs
to be judged whether it has 80% energy of the main peak.

With the premise of not rotating, take the key point as the center and go to a
16×16 window. The main direction of the key is rotated around the coordinate axis.
Then, the gradient direction and amplitude of each pixel are calculated with the
16×16 pixels as the center. After these pixels are computed, the Gauss weighting is
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also necessary. Through the pixels above, the window can divided into 4×4 windows.
Histograms of gradient directions in 8 directions are computed on each small window.
The cumulative values for each gradient direction are plotted. From the above
division, the feature vector of 128 dimensions can be obtained, which consists of
4×4 16 seed points, each of which has vector information in 8 directions. Through
such a joint domain method, we can effectively enhance our anti-noise performance
and have a good fault tolerance for the positioning error.

The matching relation between images is set up by matching, so the image mosaic
is finished. However, matching pairs is often found after extracting SIFT features,
in which there are always incorrect matches. In order to reduce this situation, the
matching must be focused on the extracted feature points. For the initial matching
between two pairs of images, it is necessary to take the following two steps to match
them.

1. Through the RANSACA algorithm, the error matching of initial matching
points need to be eliminated to improve the accuracy. The initial matching points
require that the nearest feature points are divided by the distance near them, and
the ratio is the initial matching point that we need.

2. By referring to two original images, a feature point can be extracted from
it. An efficient search of the nearest and sub adjacent points in a floating image is
performed by using the BBF algorithm. But the initial matching must be judged
by the Euclidean distance between the nearest feature points and the Euclidean
distance between the sub adjacent feature points. The ratio is determined by the
size of a specified proportional threshold.

The incorrect matches directly affect the parameters of the registration affine
transformation, and then affect the image after stitching. The serious error matching
results in the inaccurate transformation relation between the images. This situation
occurs in the initial matching pair, which eventually leads to the poor accuracy of
the stitching. The correct number of matches is obtained by using the RANSAC
algorithm. After continuous screening, in order to be able to match more precise and
let the final mosaic can have good accuracy, RANSAC algorithm is used to further
screen in the correct matches. The original RANSAC algorithm is improved, and
its improved algorithm steps are as follows.

1. Four pairs of matched pairs are extracted at random from the initial pair
of points. The four pairs are set as initial interior points, and the transformation
matrix H is calculated.

2. The distance between outside point of the set and the matching points after
the transformation matrix is calculated. By setting a distance threshold T , the
distance obtained can be judged. If it is greater than T , the remaining points are
continued to be judged. If it is smaller than T , all previous points are added to the
inner set.

3. The number of interior points under the transformation matrix H is counted.
4. After repeating the above three steps, one of the largest number of inner

points is selected to compare with the threshold. If the quantity is greater than the
threshold, the interior point is used as the initial value of the RANSAC. The change
matrix H is re-calculated and the RANSAC is estimated. So set of interior points
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under the new transform matrix H is the union of the original set of interior points
and the new set of interior points.

5. The accurate matching point pairs are the all the feature points included in
the best set with the largest number of interior points.

3. Result analysis and discussion

PC (Intel (R), Pentium (R), Dual, T2330@1.60GHZ, 8G, memory, Windows, XP)
were used as the adopted setting environment. The following points were needed to
draw conclusions: the first step was to extract features from the SIFT and match
the features. For the overlapping regions of the two images, feature extraction and
matching were performed. The second step was screening, the initial screening was
carried out. After screening, images were filtered by the improved RANSAC method
for the second time to obtain accurate matching. The effects are compared in Figs. 2–
7. Then images were fused by wavelet transform to obtain the final stitching image.
The results show that in order to obtain more accurate stitching image, it is necessary
to use the feature registration method described in this paper under the premise of
improving the image registration parameters. In the process of matching the original
image with the SIFT algorithm to register, it is necessary to adjust the value of the
scale parameter. Table 1 shows the results for various values of threshold.

Table 1. Data results for various threshold values

Ratio
thresh-
old

Time
(s)

Feature
points
ex-
tracted
from
reference
images

Feature
points
ex-
tracted
from
floating
images

Extraction
duratio
(s)

Matchpairs
(unit)

Match
time
(s)

Total
match
time
(s)

0.6 3.28 1783 1875 2.04 336 4.66 9.98

0.5 2.79 1783 1875 2.39 295 4.68 9.86

0.4 2.30 1783 1875 2.39 247 4.79 9.48

Fig. 4 shows the matching result of the two images with the proportional thresh-
old of 0.6. Fig. 5 shows the matching result of the two images with the proportional
threshold of 0.5. Fig. 6 shows the matching result of the two images with the pro-
portional threshold of 0.4. The above experimental data shows that the total use
time of the above three proportional thresholds was not much different. So the total
match time did not have much influence on the proportional threshold. However,
when the threshold was not used, the match pairs had obvious difference. Therefore,
the appropriate proportion of the threshold was mainly reflected in the number of
matching. When the threshold was set to 0.6, the number of incorrect matches was
too high, but the total number of matches was higher. But when the threshold was
proportional to 0.4, the number of matches was relatively small. Regardless of the
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Fig. 2. Reference image

Fig. 3. Floating images

Fig. 4. Matching results with a threshold of 0.6

number of incorrect matches, it directly affected the final stitching effect. When the
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Fig. 5. Matching results with a threshold of 0.5

Fig. 6. Matching results with a threshold of 0.4

Fig. 7. Stitched image using the method proposed in the paper

scale threshold was set to 0.5, the number of matches was big, and more accurate
matches could be obtained. Therefore, the threshold in SIFT was selected as 0.5.

4. Conclusion

With the increasing demand for image acquisition in society, an accurate image
registration method based on SIFT features was proposed in this paper by analyzing
SIFT arithmetic extraction feature descriptor, so as to improve the registration
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accuracy, and the SIFT descriptor had a strong matching rate. However, in order
to achieve more accurate of the matching number, the proportion of the threshold
was adjusted, and the influence of matching threshold was analyzed according to
the change of proportional threshold. In order to obtain seamless stitching images,
the initial matching was obtained by using the Euclidean distance in the similarity
criterion. The improved RANSAC method could further purify the matching pairs
and obtain the desired mosaic images. The reason why the precisions of matching
information obtained were different was that different thresholds were used with
the RANSAC method to filter initial matches, although the different proportional
thresholds had less impact on the total match time, they could directly affect the
number of pairings, so as to affect the accuracy. So in the future, the SIFT feature
points of a region can be calculated for corresponding registration, so as to improve
our further registration effect through more direct and specific goals.
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Data acquisition and fusion system
based on wireless sensor

Dan Qiu1, Shuli Gong2

Abstract. In order to further promote the research on the technology of data acquisition
and fusion in the process of using the wireless sensor technology and to improve the optimization
of the installation, use, maintenance, performance and many other indicators of wireless sensor
devices, the requirements of wireless communication field were analyzed, and the fusion algorithm
was innovatively adopted with the research background of motor experiment platform and the data
acquisition, and the optimal weighting factor of a single wireless sensor which can effectively reduce
invalid data and improve the transmission efficiency was obtained in this paper; then, it was applied
to the data fusion system, so that a new data acquisition and fusion system based on the wireless
sensing was successfully obtained. The experimental results prove that this system model has good
effects in aspects of data acquisition, transmission, fusion, low-power consumption, communication
test and so on.

Key words. Data acquisition system, wireless sensor, fusion algorithm.

1. Introduction

With the development of microelectronics, machinery, information transmission,
wireless sensor networks have been widely used in many fields, such as data acqui-
sition, medical and health care, environmental detection, smart home, and national
defense, military affairs and so on. At the same time, data acquisition has also
undergone a series of changes with the in-depth research of computer technology, so
it has put forward higher requirements in terms of transmission quality, efficiency,
accuracy and so on.

In 1990, the United States used wireless sensor networks to carry out military
research works to monitor battlefield conditions, locate targets accurately and mon-
itor enemy equipment and so on.) [1]. Zhang Guojun of Beijing Forestry University
introduced the wireless sensor network technology with low-power consumption into
forest fire monitoring and created a forest fire monitoring system based on wireless

1Zhongshan Vocational College, Nanjing, Jiangsu, 210000, China
2College of Civil Aviation, Nanjing University of Aeronautics and Astronautics, Nanjing,
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http://journal.it.cas.cz



278 DAN QIU, SHULI GONG

sensor technology to monitor the temperature, humidity and other related indicators
of designated areas in the forest and to send them to the computer for analysis, at
the same time, this system achieved the advantages of energy saving [2]. In 2005,
the U. S.Military used wireless sensor technology to successfully test the location
system based on the gunfire and effectively construct the electronic defense system,
so as to provide the technical basis for obtaining the enemy’s military intelligence.
Melbourne University in Australia and James Cook University constructed a wireless
sensor system for detecting the coastal climate, wind direction, water temperature,
water pressure, and so on, and realized the promotion of environmental monitoring
[3].

The article is arranged in five chapters. In the first chapter, the current inter-
national researches on wireless sensor technology to collect data were mainly intro-
duced; in the second chapter, the general design idea of wireless sensor system for
data acquisition and fusion was analyzed; in the third chapter, combined with the
analysis of some examples, the data fusion algorithm for wireless sensor was studied
through the creation of application model; in the fourth chapter, in terms of the
data acquisition, communication, data fusion, performance and power consumption,
the data acquisition and fusion system of wireless sensor was run and tested; in the
fifth chapter, researches of data acquisition and fusion system for wireless sensor
were summarized with the prospect of future researches.

2. State of the art

After entering the 21 century, China has made progress in the field of the research
of wireless sensor network. At the same time, university teaching has opened courses
about the wireless and sensing technology. In addition, our country has provided
the financial assistance for some representative wireless sensor projects. Among
them, in 2009, China’s Ministry of Industry and Information Technology launched
a new broadband mobile communications network, and set up the research and
development and industrialization of the short distance wireless Internet and wireless
sensor network.

In the process of in-service, wireless sensor equipment is often difficult to be
maintained due to the effects of the environment and force majeure and other factors,
so the security problem becomes the biggest problem. Therefore, with its limited
memory spaces and computing powers, it is a breakthrough point to improve the
equipment adaptive environment and data acquisition, calculation, transmission and
other capabilities [4]. In terms of the data fusion, the number of ports needs to be
reduced as much as possible to improve the data inefficiency and to achieve more
optimized data fusion. Based on the technology development of wireless sensor
network, system detection performances and construction costs have broad prospects
for development.
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3. Methodology

3.1. Routing algorithm

The network involved in this study can support the mesh routing algorithm and
tree routing algorithm of the two algorithms. In which, the tree routing algorithm
is mainly applied to the tree structure network in the communication protocol, its
principle is the allocation mechanism based on the network address, and each router
has a certain address space, which is used to allocate ports. Therefore, the tree
routing algorithm was adopted according to the requirements of this study.

Communication protocols usually need to allocate addresses and follow them
throughout the device’s use cycle to identify devices or send data over the network.
In the early stage of network construction, the number of logical port needs to be
correlated and constructed, and the sequence relation of solidification needs to be
determined. When data is transmitted, this sequence of relationships needs to be
strictly followed, and the address should be assigned completely after the completion
of the network construction. Assuming that the maximum number that a higher
level device may have the next level of equipment isCm, and the maximum number
of routers is Rm, while the maximum depth of the network is Lm. If these parameters
are determined by the communication protocol, then the network address offset can
be calculated as follows:

Cskip (d) =


1 + Cm ∗ (Lm − d− 1), Rm = 1,

1+Cm−Rm−Cm∗RLm−d−1
m

1−Rm
,

(1)

When a device has an offset of 0, it does not have the ability to redistribute the
port address of a lower device. That is, it is unable to access the network through
other ports. If the offset is greater than 0, then it can accept other devices as its
subordinate and assign the corresponding network address.

Table 1. Network depth and offset

Network depth Offset

0 21
1 5
2 1
3 0

3.2. 3.2 The self-processing mechanism of routing failures

In the network of meshed structures, routers usually have two operating states:
the network operating state and the backup standby state. For the network, the most
important problem is the switching of the two states. If the normally operating
router has not consumed all of its energy or has not yet completed the task, the
backup port will replace it, but which will waste energy and reduce the network
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lifespan. However, when the router uses up energy, the backup route is started,
which will also cause some data loss [5].

In general, the tree routing algorithm in communication protocols takes a passive
maintenance mechanism. When it can communicate but cannot transmit data, it
attempts to resend data; when it is completely unable to transmit data, it will try
to re-establish the connection. As a result, the quality of data transmission can be
seriously affected. In order to solve this problem, a self-processing mechanism for
feedback information needs to be created [6].

During the process of network operation, whether the routing port is normal can
be determined according to the detected link quality indexes, so that whether to
carry out the conversion between different states can be determined.

Fig. 1. Self-processing mechanism model

When an abnormal network is determined, the communication protocol will clear
the fault port from the network through the coordinated processing, and then it will
inform the standby port in time to switch to the working state. Prior to this, the
lower port of the faulty port will also switch to the working state. On this basis, the
network structure table will be updated and the fault information will be cleared
[7].

3.3. Data fusion algorithm

Due to the different measuring data accuracies and measuring environments of
the wireless sensor, there will be errors in the measurement. Therefore, each sensor
data needs to be computed, and arithmetic averages should be taken to reduce the
accuracy of the results. The adaptive fusion algorithm can adjust the original data
measured by each sensor and fuse the minimum variance data fusion value. The
mean square deviation after fusion is less than the mean square deviation of one
or more sensors [8]. Assuming that there are n sensors to collect data, and then
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Fig. 2. Classification of data fusion in Wireless Sensor Networks

the adaptive weighted fusion algorithm is to find the corresponding factors of each
sensor as W1, W2 and W3 under the condition that the total mean square error is
minimum, so as to make the fused x̂ reach the optimum.

Fig. 3. Adaptive weighted fusion algorithm model

In the above model, the wireless sensor will produce a large number of related
data on the mining network, and its terminal system will collect the data in time.
Taking the collected humidity as an example, the terminal node will collect data
every once in a while and store the collected data into memorizer according to the
changes of humidity. When multiple data is collected, the fusion calculation can
be carried out, and the mean and variance can be obtained, finally these mean and
variance can be sent to the router. When the router receives the mean and variance
of multiple sensor nodes, the optimal values and fusion values of each sensor can be
calculated and sent to the coordinator.

With the humidity as an example, the humidity data of 4 sensor nodes is collected.
In order to verify the effectiveness of the adaptive weighted fusion algorithm in
eliminating error data and improving the accuracy, one of the nodes is artificially
intervened to simulate the occurrence of the fault.
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Table 1 shows the five humidity data collected by the five sensor nodes during a
collection cycle in summer (unit: % rh).

Table 2. Five sets of humidity data

The first
time

The second
time

The third
time

The fourth
time

The fifth
time

node 1 40 50 45 49.9 50

node 2 45 45.7 46 50 51

node 3 60 59 59.5 60 60

node 4 75 74.1 74.9 70 70

node 5 50 52.3 53 55 50

3.4. Data fusion algorithm in the system

In the adaptive weighted fusion algorithm, the adjustment of weighting factors
can effectively eliminate the impact on the final results, and calculate the average
value of the data collected by the sensor. In order to make the results more accurate,
the more accurate results of wireless sensor nodes must be obtained finally to achieve
the most accurate final estimate. In this research, the fractional operation of the
sensing measured data was carried out, and the corresponding values were calculated.
On this basis, the overall measurement variance was estimated through the weighted
calculation [9].

In the wireless sensor data acquisition system designed in this paper, the data
measured by each sensor was fused. The estimated value and variance were cal-
culated by the batch estimation fusion algorithm, and then the adaptive weighted
fusion algorithm was used to obtain the measured estimated value and variances
of the individual sensors, so that the optimal weighting factor of each sensor was
calculated, and the final results were calculated. Thus, even in the presence of error
data, the two steps of using batch estimation and adaptive weighting fusion can also
gradually weaken the influence of error data on the final result and obtain more
accurate data.

4. Result analysis and discussion

4.1. Hardware design of low-power network nodes

Wireless sensor network data acquisition system is composed of low-power net-
work nodes, and it mainly includes coordinator and router and many other different
terminal nodes with different functions. In general, a system composed of wireless
communication, sensors, power supplies, processors and other auxiliary modules has
the characteristics of low-power consumption. The corresponding module can be
selected according to the different types of low-power network nodes. For example,
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the coordinator node sends the data sent by the terminal node to the host computer
and select different modules according to different requirements [10].

Wireless sensor network nodes in the wireless sensor data acquisition and fusion
system use the latest chip CC2430 launched in the United States, the chip has the
characteristics of low energy consumption, so it can realize the signal transmission
with low-power. Semiconductors fabricated with metal oxide materials can meet
the needs of this application, thus achieving low-power requirements and reducing
costs [11]. Chip CC2430 integrates a low-power video front-end, microcontroller, and
memory on a single chip; in addition, it also has powerful peripheral resources, so the
current consumption is low in the pick-up mode. Chip CC2430 has the function of
low-power consumption and high performances. The current consumption is small
in the resting state, and a large number of circuits are integrated in the interior.
There is serial port circuit on the low-power coordinator node of data collection. In
the design, the serial port is used to realize the data transmission between PC and
chip CC2430.

In the design process, the problem of level switch needs to be solved to achieve
the communication between the chip CC2430 and the PC serial port, and the driver
is responsible for the level switch.

In the research of the system, the sensor circuit design mainly includes the sensors
in the voltage, the current, and the temperature of the three aspects. For the voltage
sensors used in voltage collection, the circuit board of a welded voltage sensor in the
process of using needs to pay special attention to the problem of zero drift of voltage
sensor, and which needs the timely compensation. Therefore, in the process of using,
zero point circuit also needs to be designed to ensure the accuracy of measurement
data. The use and design of the current sensor are the same as the voltage sensor,
because it also requires the actual zero point circuit to ensure that the system output
is 0 without output. The temperature sensor sends or receives information via a
single wire interface, so it only needs one interface.

4.2. System software design

In the software design of this system, the cross compiler and debugger are the
most perfect development tools, including the optimizing compiler, assembler, con-
nection locator, and editor, and so on. The integrated compiler has the character-
istics of efficient code, fast interrupt processing and optimization of memory mode.
The C/C+ compiler of EW can generate efficient and reliable executable codes, and
its applications are large with obvious results. Compared with other development
tools, the system can use both global and specific chip optimization techniques [4].

In the whole low-power wireless communication technology network, the coordi-
nator can create a new network. Works that the coordinator node needs to complete
include: firstly, the coordinator node needs to establish a new network to accept
other nodes and allocate the specific network address for them; secondly, the co-
ordinator node needs to accept the data sent by each sensor node and send it to
the PC machine through the serial port, and uses serial port to debug the data,
so as to show the data. The establishment of a short-time and low-power wireless
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communication network is mainly initiated by a network coordinator. A fully func-
tional node device with the coordinator capability can effectively monitor scanning
and the possible interferences, thus establishing a short-time and low-power wireless
communication network. When a suitable channel is selected, the network address,
coordinator, network address, network identifier and topological parameters of the
network can be determined. After each parameter is determined and the network
is established successfully, the coordinator node can accept other nodes to join the
network [12].

After the router node in the system is initialized, the relevant parameters can
be set up, so as to search the network, join the network and get its own network
address as well as determine its working states. It is important to note that the
backup nodes do not perform data forwarding. Routers can receive new nodes and
add them into the network to find the corresponding network address. As required,
the router node which works normally can complete the data forwarding, at the
same time, in order to obtain more accurate data and reduce the amount of data
sent to the coordinator, the router node also needs to complete data fusion. Data
acquisition nodes can join the network via routers and send the data collected by
sensors [13].

4.3. Low-power design

In the wireless sensor network data acquisition system, once the energy of the data
acquisition node is exhausted, the node will be ineffective and the system life cycle
will be terminated. Therefore, under the premise of ensuring the normal operation
of the system, minimizing the power consumption and prolonging the life cycle are
the key aspects of the system design. The coordinator node which is responsible for
data collection is powered by mountain power, so there is no need to consider the
energy consumption, but the nodes which are responsible for data acquisition need
to be taken into account. Among them, the energy supply module is responsible for
providing energy to other three modules to ensure their normal operation. Energy
consumption is mainly divided into three parts: the energy consumption associated
with communications, the energy consumption of sensor module data acquisition
and the energy consumption of the processor module for data processing [14].

4.4. Running and testing

In view of the model designed and researched in this paper, the network construc-
tion, operation and test works on the aspects of data acquisition, communication
and integration and so on were carried out.

Firstly, 9 nodes were constructed under laboratory conditions, including 2 serial
modules which can be used for coordinating data acquisition and transmission, 3
sensor modules which can be used to collect data and the routers and terminals that
can be used to test content.

Secondly, a tree based network which consists of 1 coordinated port, 2 router
ports, and 5 terminal ports was constructed, as shown in Fig. 4.
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Fig. 4. Network structure diagram

After the completion of the network structure, the terminal port can collect
relevant data periodically according to the pre-set command. In the process of
data transmission, the data loss often occurs due to the far distance, obstacles,
interference and other reasons. In order to solve this problem, the data transmission
cycle needs to be limited, and the reasonable acquisition cycle should be set.

After the test, it can be seen that through the formation of the overall system,
each port can operate stably and achieve efficient and reliable data transmission;
loss phenomenon can be greatly reduced; the power consumption can be effectively
reduced; and the working time can get a greater degree of protection.

The whole process of data acquisition and fusion of the wireless sensor is shown
in Fig. 5.

Fig. 5. Data acquisition and fusion of wireless sensor



286 DAN QIU, SHULI GONG

5. Conclusion

In order to better study the popularization work of wireless sensor, the wireless
communication technology with low-cost and low-power was selected in this paper.
By understanding the current development situation of wireless sensor in data acqui-
sition and fusion, the basic situation of data acquisition and fusion system generated
by wireless sensor was analyzed. Based on the use of these two technology systems,
the core products of the hardware platform were determined. In view of the defi-
ciency of this protocol, appropriate improvements were carried out, and an active
detection mechanism that can effectively reduce the failure rate was designed. At
the same time, weighted algorithms for data fusion were added, and related perfor-
mance tests were carried out. The result reached the basic expectation. Finally,
the overall test of the system was carried out on the basis of the completion of the
functional modules, and the expected effect of this research was achieved.

The above functions were implemented in this paper. However, in order to pro-
mote the technology to more areas, there are few places that can be improved: the
first is how to effectively expand the sensor power supply ways to extend the service
life; the second is to consider the address optimization and try to reduce the waste
phenomenon in the network design; the third is to improve the human intelligence
development of the system, so as to maximize the role of remote control and role
management functions.
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Mining urban active point circle based
on spatio - temporal constraint data1

Rong Tao2, 3, Mengluo Ji2

Abstract. In order to detect the active points of cities and analyze the active circles in
time and accurately, this paper proposes a method to detect urban active points and active cir-
cles based on the data of social network. A data preprocessing model based on discrete point is
proposed to solve the problem of large data volume, discrete space-time constraint data storage
and cluster analysis efficiency. Spatio-temporal constraint data were tested by spatial autocorrela-
tion, which indicated that it had significant spatial clustering characteristics. This paper proposes
an active clustering method based on spatio-temporal constraint data and explores the geography
distribution of business factors to obtain active circle information. A city, for example, on the po-
sitioning network (www.dingwei.com) until September 30th, time and space constraints data test
the active city point detection and active circle excavation test. The results show that there is a
strong correlation between the active circle distribution and urban planning active circle based on
spatio-temporal constraint data mining, which can be used to forecast the urban social economic
development and regional economic planning.

Key words. Public-source geographic data, space-time constraint data, data mining, active-
point detection, active-cycle distribution.

1. Introduction

As one of the driving forces of urban economic development, urban active circle
is an important part of urban comprehensive competitiveness. The active circle
dynamic measurement is an important basis for guiding the economic layout of the
city. It plays a very important role in bringing into full play the social benefits
and overall functions of the active circle, promoting the process of urbanization
and promoting the sustained development of the national economy. At home and
abroad active circle research mainly has macro angle and micro angle two aspects

1This work was support by the Henan province foundation and advanced technology research
project in 2015 (No.152300410115).

2College of Computer and Information Engineering, Luoyang Institute of Science and Technol-
ogy, 471023, Luoyang, China
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[1]. The former extension of the measurement range is too wide, will make active
lap determination doping many other factors, which focuses on the micro level of
the enterprise active lap analysis, are not from the city perspective to the city active
lap determination. In addition, commonly used active circle measurement method
is generally used questionnaire survey method, takes more time and effort, limited
scope of the investigation, affecting the active circle determination of accuracy and
comprehensiveness [2].

The crowd sourcing geographic data is the open geographic data collected by the
public and provided to the public [3–5]. The representative geographical data in-
cludes GPS trajectory data, map data compiled by users’ collaborative annotation,
and points of interest (POIs) for various social networking sites such as Twitter,
Facebook, and the street (www. Dingwei. Com), etc. [6]. Compared with the
traditional geographic information data, the public geographic data from the non-
professional public has the characteristics of large data volume, good potentiality,
abundant information and low cost, and has become the active research area of inter-
national geographic information science in recent years [7–10]. Space-time constraint
data is a kind of data which has spatial, temporal and social attribute information
produced by the intelligent terminal with GPS. It records the life trajectory and
reflects people’s daily life behavior, an important source of geographical data. Spa-
tiotemporal constraints data concentrated in the city, and to the public to sign the
points of interest as the main form. To positioning network, for example, since May
13, 2010 positioning network officially launched since the location network registered
users to 20% per week to maintain the rapid growth rate, as of September 2011,
the number of positioning network users has more than 1.2 million. As more than
70% of registered users will sign-up information and social platform binding, so the
average sign-in will have 400 audiences. Location network every 5 s (based on 24 h
basis) to update a user check-in information, including a wealth of location informa-
tion, semantic information and behavioral information. Therefore, the space-time
constraint data obtained from the positioning network not only rich in data, but also
good potential, from the side to reflect the city’s economic and cultural distribution
situation. Based on spatial and temporal constraint data of positioning network,
this paper presents a method to detect urban active point and active circle based on
all-source spatial and temporal constraints data. Through data preprocessing, ex-
ploratory spatial analysis and spatial clustering analysis, constraint data high-value
clustering active point.

2. Exploratory clustering and analysis of spatio-temporal
constraint data

Spatio-temporal constraint data is a discrete GIS point object with spatial co-
ordinates and user attributes. First, the discrete log-in data is lattice processed,
and the large data volume and discrete sign-in point are transformed into spatial
continuity and adjacency. Grid data that reflects the density of check-in events.
Secondly, spatial correlation of measured data is measured by exploratory spatial
data analysis (ESDA), and its spatial structure and global distribution pattern are
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measured to determine the best mode of active point detection and active circle
clustering. Thirdly, clustering analysis was used to identify the locations of active,
cold and spatial anomalies with statistical significance. Finally, by measuring the
spatial distribution of the clustering results, the spatial characteristics of clustering
geographic elements are obtained, including the range of the active circle, the central
trend and the direction of development. The concrete algorithm flow is shown in
Fig. 1.

Fig. 1. Flowchart of active point detection and active circle mining algorithm
based on spatio-temporal constraint data

2.1. Spatio-temporal constraint data grid processing

Spatiotemporal constraint data is a large number of discrete feature points, which
does not have obvious spatial continuity and adjacency in space, and is not conducive
to the exploration of spatial data analysis method to measure its spatial distribution
pattern. In order to make space-time constraint data reflect both spatial continuity
and proximity, and to preserve the characteristics of sign-in times and the statistical
properties of key objects, this paper chooses the area covered by sign-in data as the
research area, where G (W ) is the grid G, and G is the space between the point-to-
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sign and data-key attributes of the grid-containing data, and the corresponding grid
attributes are mapped to the corresponding grid attributes [11, 12] of the sign

G (W ) =
∑n

i=1Npi × σpi, among them Pi ⊂ ({p}
⋂
G) ,

G (T ) = Tk, among them
∑
σp, Tk =

max {
∑
σp, T1, ...,

∑
σp, Ti, ...,

∑
σp, Ts} .

 (1)

Here, G (T ) represents the area type of the grid G, n represents the number of
check-in points in the grid G, Npi represents the total number of check-in points of
the ith grid in the grid G, σpi represents the weighting level of the check-in point,∑
σp, Ti represents the sum of the weights of all check-in points belonging to the

Kth class in the grid G. Figure 2 shows the algorithmic flow of gridding of discrete
sign-on data grids.

Fig. 2. Schematic diagram of grid-based processing of temporal-spatial constraint
data

From Fig. 2, the discrete sign-in data is transformed into the grid-signed data
set with the sign-in frequency as gray scale, which not only simplifies the discrete
point data, but also preserves the time-space characteristic and thematic attribute
characteristic of the signed data, satisfies the exploratory spatial analysis and data
Mining requirements.

2.2. Spatio-temporal constraint data space autocorrelation
test and analysis

Spatial autocorrelation is an important form of spatial dependency and a pre-
requisite for exploratory spatial data analysis (ESDA). In this paper, global spatial
autocorrelation of space-time constraint data is studied by global Moran’s statistical
method, and Ripley’s K-statistic method is used to explore the spatial distribution
pattern with the strongest sign-in feature to provide a basis for sign-in data mining.

Given a set of spatio-temporal constraint data and their check-in frequency,
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Global Moran’s I-statistics is evaluated as a clustering pattern according to (2),
where n is the number of check-in points, zi being the sign-in position. Here

I =
n
∑n

i=1

∑n
j=1 wi,jzizj

S0

∑n
i=1 z

2
i

, (2)

where zi is the check-in frequency of the deviation
(
xi − X̄

)
from the mean, wi,j is the

spatial join matrix of the check-in position, S0 is the sum of all spatial weights, given
by the formula S0 =

∑n
i=1

∑n
j=1 wi,j denoting molecular normalization by variance,

the index value being in the range –1.0 to +1.0. Its positive value indicates that the
sign-in frequency of the sign-in position has a positive correlation, and a negative
value indicates a negative correlation, indicating that the spatial distribution of the
spatial object is not correlated. This can be calculated in accordance with equation
(3) to check that the value of the sign frequency is statistically significant—EOT.

zI =
I − E [I]√

V [I]
. (3)

Here,

E [I] =
−1

n− 1
, V [I] = E

[
I2
]
− E2 [I] .

Figure 3 shows the spatial distribution pattern of spatial-temporal constraint
data based on Global Moran’s I statistical computation. The score value for the
test is 8.003898 times the standard deviation, much larger than 2.58, indicating that
the null hypothesis probability value is 0, consistent with the requirement of 99%
confidence value (probability likelihood value). The global spatial autocorrelation
of the spatial pattern of constraint data is in accordance with the statistical char-
acteristics of the typical clustering model, which can be used for cluster analysis of
active points and active circles.

2.3. Geographical distribution measures of check pointing
data clustering active points

The high-value active point detected by local autocorrelation clustering can be
regarded as the center of active circle, and its range, center change and direction
should be further defined. In this paper, the active circle is studied by measuring
the geographical distribution of commercial clustering active points, Specific steps
are as follows:

2.3.1. Standard deviation elliptical structure. The standard deviation ellipses
are constructed with the clustering active points as the center and the sign-in posi-
tions and their associated attribute values (frequency of sign-in). The ellipse center
is the weighted average center of the feature in the clustering area, and the ellipse
length and short axis of the feature distribution are defined by the standard distance
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Fig. 3. Distribution of urban active points

in the x and y directions.

SDEx =

√∑n
i=1

(
xi − X̄

)2
n

,

SDEy =

√∑n
i=1

(
yi − Ȳ

)2
n

, (4)

Here SDEx and SDEy are the long and short axes of the standard deviation
ellipse.

2.3.2. Calculation of active circle range based on standard deviation ellipse. Cal-
culation of active circle range based on standard deviation ellipse. With the standard
deviation ellipse length and the short axis as the spatial distribution of the active
circle, the major axis is the main trend of the central trend of the active cycle.

2.3.3. Determination of active circle direction. The proportion of the long and
short axes represents the flatness of the active circle distribution, and the rotational
azimuth of the standard deviation ellipse is the development trend of the active
circle. The rotation angle of standard deviation ellipse is calculated according to the
formula

tan θ =
Λ +B

C
. (5)
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Here,

Λ =

(
n∑

i=1

x̃2i −
n∑

i=1

ỹ2i

)
, B =

√√√√( n∑
i=1

x̃2i −
n∑

i=1

ỹ2i

)2

+ 4

(
n∑

i=1

x̃iỹi

)2

,

C = 2

m∑
i=1

x̃iỹi .

Here, x̃i and ỹi are the standard deviations of the clustered feature points with
respect to the center point of the ellipse.

The local standard deviation ellipse is constructed according to the geographical
distribution measurement method and the range, the central trend and the trend of
each active circle are calculated. The result shows the spatial-temporal constraint
data of a certain city.

3. Experiment and discussion

3.1. Analysis of detection results of active city based on
spatio-temporal constraint data

According to the attribute information of the high-value sign-in point of each
active area, this paper divides the active area of the clustering into commercial
active points (such as Jianghan Road), educational active points (such as a city
university), tourism (Such as the East Lake area), traffic class active points (such
as light rail station), living class active point (such as South Lake district) and
other types of active points (such as restaurants, libraries) six categories, the spatial
distribution shown in Fig. 3.

As shown in Fig. 3, the commercial activity points are clustered in the spatial
distribution, which reflects the active circle distribution of a city. The number of
commercial activity points aggregated by each active circle reflects the popularity of
the active circle. Figures 3 and 4 in the mouth and the mouth of the street, the mouth
of the street area of commercial high active point number, indicating a relatively
large population of street population, the economy has maintained a relatively active
state in the Simingkou area. On the contrary, the region’s commercial activity is only
3 points, indicating that the door area population flow is not, the economy is not
active and there are signs of recession, and the two regional economic development
in line. Figure 4 shows the statistical distribution of different types of active points.
Of the 172 high-value sign-in elements, there are 90 commercial activity points, 43
educational activity points, 12 tourism activity points, 10 traffic activity points, class
activity points 3, 14 other types of active points. It can be seen that the proportion
of business activity points in space-time constraint data is the most, which validates
the rationality of using spatio-temporal constraint data to analyze active circle.
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Fig. 4. Classification map of urban active points

3.2. Analysis of urban active circle of a city based on spatio-
temporal constraint data

The results show that a city has formed commercial and business sections with
Wuchang, Hankou and Hanyang as the main pattern, and dozens of large and
medium - sized active laps with a certain scale. Both the traditional sense of the
old active circle, such as Jianghan Road, Zhongshan Road, Wangjiawan, Zhongjia-
cun, Xudong, the door of the door, fruit lake, active circle in the South, there are
emerging in recent years active circle, World, street mouth, Lu Xiangguang Valley
active circle, but also includes some active in the construction and development of
the circle, such as water chestnut Lake, Dunkou zone active circle. For each of the
90 commercial economic activity points, the standard deviation ellipses are used to
compute the range, trend and direction of each active circle, and the spatial dis-
tribution of each active circle in a city based on sign-in data is obtained (Fig. 5).
Through the spatial superposition analysis, the statistical results of the number of
sign-in points, the number of sign-in times, the number of registered users, and the
average number of sign-in times of users in each active circle are obtained.

It can be seen from Table 2, based on spatial and temporal constraints of data
analysis of a city active circle with a city three towns active circle actual distri-
bution. According to the statistics of active circles in three cities, the statistical
distribution characteristics of Wuchang, Hankou and Hanyang in terms of business
activity points, sign-in number and number of users coincide with the regional func-
tional characteristics and population distribution characteristics. The number of
active users in Wuchang has exceeded that of Hankou, and the average number of
its users is the highest among the three towns. It can be seen that Wuchang, as
the center of traditional science, culture and politics, has a tendency to overtake
Hankow as a traditional economic center is relying on the East Lake High-tech De-
velopment Zone, the formation of policy-oriented Lvxiang Optics Valley active circle
and the integration of Asian Trade Shopping Center, the IT port of the IT market
in Guangzhou port active lap effect. In contrast, in a city of Hanyang Economic
and Technological Development Zone, commercial scale in the initial stage of de-
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velopment, although the average number of attendants and Wuchang quite, but the
active circle of commercial outlets rather small. Compared with the Hankou business
model, the Wuchang active circle is generally discrete in geographical distribution,
showing a clear regional distribution of active laps. Hankou area, the traditional
Jianghan Road active circle, Wuhan-Guangzhou World Trade active circle is still
playing a pillar of the role of mid-stream, a new city active circle, water chestnut
Lake (Wanda) active circle also plays an increasingly important role.

Table 2. Active lap information statistics table

Active circle Business
active
points

Attendance User num-
ber

The average
number of
attendance

Central and South ac-
tive circles

126 2206 1615 1.3569

Division door active
circle

104 3019 2374 1.2717

Street mouth active
circle

658 15412 9179 1.6791

Fruit Lake active circle 67 1038 672 1.5446

Lu Xiangguang active
circle

407 14771 9264 1.5948

Xudong active circle 95 3463 2069 1.6738

Marshland active circle 71 2851 1704 1.6731

A city active circle 131 4955 3592 1.3795

Jianghan Road active
circle

421 4790 3293 1.4546

Northwest Lake active
circle

258 4133 2882 1.4341

Wuhan-Guangzhou
World Trade active
circle

300 7781 5050 1.5408

Lake water chestnut
active circle

48 3900 2621 1.4880

Zhongjiacun active cir-
cle

170 2184 1445 1.5114

Wangjiawan active cir-
cle

66 1377 957 1.4389

Dunkou active circle 34 869 515 1.6874

Wuchang 1457 39912 25173 1.5855

Hankou 1229 28410 19142 1.4842

Hanyang 270 4430 2917 1.5187
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Fig. 5. Active circle POI and the average number of attendance

It can be seen from Fig. 5 that in all active circles of a city, the number of
commercial outlets and the average number of attendance in the street lap are all
at the highest level in the whole city, and it is the largest IT computer in the city of
Guangbaihuo, New World, Market, but also with a city traffic is currently the most
congested point of the same, we can see that the source of space-time constraint
data for active lap active point detection is very effective.

4. Conclusion

The emergence of all-source geographic data has provided a new data source for
spatial data updating, and provided a new research direction for spatial data min-
ing. In this paper, we propose a method to detect and analyze the active points of
the active points of interest accumulated in the city for a long time. The cluster-
ing analysis based on the number of the endorsements of the points of interest and
the construction of the standard deviation ellipse can accurately determine the city
Active range and distribution of the active circle, from the meso-level use of spatial
analysis and mining and other means of urban active and active circle detection
and analysis. Compared with the traditional method of active circle measurement
and analysis, this method has the characteristics of objectivity, real-time and high
accuracy. It is shown that the spatial and temporal constraint data has obvious
clustering characteristics by the test results overlaid with a city administrative map.
This paper is based on the analysis of the data from the spatial and temporal con-
straints to find the distribution of the active circle in a city is consistent with the
objective facts and more detailed. This result reflects the high correlation between
daily life behavior and the distribution of commercial economy in a certain city area.
It provides a new method for monitoring the distribution and development trend of
urban commercial circle. It also provides a new method for city planning and ad-
ministration Decision-making provides a more intuitive reference. It is necessary to
further study the automatic active point detection method based on spatio-temporal
constraint data. At the same time, the active circle analysis can be used to get the
active circle dynamic changes, such as the change of the active circle and the change



MINING URBAN ACTIVE POINT CIRCLE 299

of the active circle range, real-time monitoring the active circle’s rise, and decline.
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Fuzzy adaptive control for boiler based
on nonlinear depth recursion1

Ni Na Zhou2, 3, Li Wang2

Abstract. Fuzzy adaptive control for boiler (FACB) is a kind of boiler data drive control
method, which has advantages of simple calculation, strong robustness and no modeling. At present,
the fuzzy adaptive control methods for boiler generally do not take the non-linear control problem
of the boiler that may occur into consideration. In view of this paper, an improved algorithm is
designed in this paper for the situation that the upper limit of the actuator execution capability.
The algorithm uses the nonlinear depth recursive method to solve the problem by introducing the
constraint condition to the depth recursion, with the advantages of simple programming and small
computation amount. On the basis, the closed-loop stability is analyzed and proved. Finally, the
effectiveness of the algorithm is verified by comparing the simulation experiment with the boiler as
the control object.

Key words. Fuzzy adaptive control for boiler, boiler nonlinear control, robustness, boiler
data drive.

1. Introduction

Since the 1950s, the model-based control theory has been developed and perfected
rapidly. The process of establishing the control system has gone through three
stages, followed by the establishment of the model, the analysis of the model and
the design of the control law by the model [1]. However, with the controlled object
becoming more and more complex, how to model the controlled object effectively has
become increasingly difficult. The reason lies in that for a system, if the constructed
mathematical model is too complex, it will be difficult to design the control law or
hard to implement the control law obtained in the engineering [2–3]. While if it is
too simple, it will be difficult to reflect the dynamic characteristics of the actual
system, thus the control law designed based on this model will be hard to achieve
the desired control effect in the practical application. Secondly, the main methods

1This work was support by the Shaanxi Provincial Department of Education Project 14JK1049,
Baoji University of Arts and Sciences project YK1510.

2Baoji University of Arts and Sciences, Baoji, Shaanxi, 721013 China
3Corresponding author
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for the establishment of the system model include the mechanism modeling and
system identification. No matter which method is sued, the model established is
the approximation to the real system, while the actual system will inevitably have
the impact on the unmodeled dynamic of the control system robustness and other
uncertain factors [4–5].

At present, there are two main methods to solve the above problem. The first
category of methods is based on the boiler data drive control method. Currently
there are three typical methods including the virtual reference feedback tuning
(VRFT), synchronous disturbance random (SPSA) and fuzzy adaptive control for
boiler (FACB). VRFT was proposed by Guardabassi et al. in 2000, which is charac-
terized by the design of control law based on off-line data. The method is based on
the model reference adaptive, and the controller parameters are obtained directly by
the parameter identification, so that the dynamic characteristics of the closed-loop
system are approximated to the reference model [6]. As the dynamic information
of the actual system cannot be fully obtained by one excitation, the controller ob-
tained by using the method design is difficult to ensure the stability of the closed-loop
system. SPSA was proposed by Spall in 1993, which is characterized by iterative
identification of system parameters, the control effect is susceptible to changes in
system structure or parameter changes. It is difficult to guarantee the stability of
closed-loop system [7]. FACB method was put forward by Hou Chongsheng in 1994
as a fuzzy adaptive control method for boiler [8], which is characterized by the con-
troller design does not require the system model information, but is based on input
and output data to directly calculate and obtain the control value. Literature [5,
9–10] proved the stability of closed-loop system with compact format and partial for-
mat dynamic linearization method. The second category of methods is the feature
modeling method proposed by Wu Hongxin, et al. The feature modeling method
is widely used in the spacecraft and industrial control, which is a kind of modeling
method which takes the dynamic characteristics of the object and the performance
requirements of the control into account [2]. This method is similar to the full-format
dynamic linearization model proposed in literature [5]. The difference lies in that
the feature modeling method emphasizes that the feature model is equivalent to the
input and output of the original model when the sampling period is sufficiently small
[2], while the dynamic linearization method based on the full format considers the
situation where time-varying linear system and the original system is equivalent [5,
9–10].

Hou Zhongsheng proposed the fuzzy adaptive control for boiler. Due to its rig-
orous theory and small amount of calculation, it has broad application prospect in
the engineering. After years of development, Hou Zhongsheng designed the fuzzy
adaptive control for boiler based on the compact format, the partial format and the
full format respectively for the single-input single-output system and multi-input
multi-output system.

Based on the PJM (Pseudo Jacobian matrix) identification technique in literature
[5], a fuzzy adaptive control method based on the compactness scheme for the boiler
is put forward in this paper. And the closed-loop stability of the control method
is proved. The simulation experiment of boiler Wood/Berry further shows that the
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method has stronger tracking ability and is insensitive to the initial value. In this
paper, the rate saturation and position saturation are optimized for the actuator at
the same time.

2. Problem description

This section briefly describes the related concepts and calculation ideas of the
fuzzy adaptive control method for boiler proposed in literature [5]. On this basis,
the defects of the existing methods are analyzed, and the problems to be solved in
this paper are put forward.

The following multiple input multiple output discrete system is considered:

y (k + 1) = f (y (k) , ..., y (k − ny) , u (k) , ..., u (k − nu)) , (1)

in which, u (k) ∈ Rm, y (k) ∈ Rn, which are the input and output vector at the
system time k. Symbols ny and nu are unknown integers and f (·) is an unknown
non-linear function. Assuming that f (·) is the partial derivative continuity related
to u (k), and the system (1) satisfies the generalized Lipschitz hypothesis, theorem
1 [5] can be obtained.

Theorem 1. For the nonlinear system (1) that satisfies the generalized Lipschitz
hypothesis as the partial derivative continuity related to u (k), when ‖∆u (k)‖ 6= 0,
there must be a time-varying parameter Φc (k) ∈ Rn×m known as the PJM (Pseudo
Jacobian matrix), so that the system (1) can be transformed into the compact form
dynamic linearization (CFDL) as follows

∆y (k + 1) = Φc (k) ∆u (k) , (2)

where

Φc (k) =


φ11 (k) φ12 (k) · · · φ1m (k)
φ21 (k) φ22 (k) · · · φ2m (k)

...
...

. . .
...

φn1 (k) φn2 (k) · · · φmm (k)

 ∈ Rn×m . (3)

and for any time k, ‖Φc (k)‖ is bounded.
The fuzzy adaptive control of boiler based on the compact format dynamic lin-

earization is to use the method of parameter identification to dynamically calculate
the value of PJM time-varying parameter and control it on this basis. The de-
tailed calculation steps can be found in literature [9–10]. In the existing method,
only literature [10] considered the problem of the incomplete non-linear runaway of
boiler. For the actual physical system, the actuator execution capability is limited,
which is reflected in the control of the magnitude and rate of change. The execution
capability of the actuator can be completely expressed as the following ∆umin (k) ≤ ∆u (k) ≤ ∆umax (k) ,

uL ≤ u (k) ≤ uv,
(4)
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in which, ∆umin and ∆umax stand for the minimum and maximum values of the
control variable rate, respectively. uL and uv stands for the minimum and maximum
values of the control amplitude, respectively.

3. Nonlinear runaway optimization of the fuzzy adaptive
control for boiler

In this section, an optimized fuzzy adaptive control for boiler based on the com-
pact format boiler is put forward, and a control algorithm by comprehensively ana-
lyzing the execution ability of the actuator is provided.

In order to strictly analyze the closed loop stability of the improved algorithm,
the following assumptions are made:

Hypothesis 1: There is a sufficiently large λ that makes ΦE−1
(
F +MTx

)
posi-

tive definite.
If the assumption 1 is not satisfied, it shows that the improved algorithm cannot

guarantee the closed-loop stability of the system in the event of the non-linear boiler
runaway, and it requires more complicated control algorithm so as to carry out
effective control.

Theorem 2 can be proved based on Hypothesis 1.
Theorem 2: For the nonlinear system (1), when the amplitude ∆u (k) is bounded,

the iterative algorithm proposed by an identification scheme below has the following
properties when the hypothesis 1 is met: When y ∗ (k + 1) = y∗ = const, there is a
positive numberλmin > 0, which enables the following when λ ≥ λmin:

1) The system tracking error sequence is bounded, that is, ‖y (k + 1) + y∗‖ is
bounded.

2) The closed-loop system is BIBO (Bounded-input bounded-output) stable, that
is, the output sequence {y (k)} and the input sequence {u (k)} are bounded.

Proof.
Prove that ‖ỹ (k)‖ = ‖y (k)− ŷ (k)‖ is bounded. According to the theorem in

literature [5],
∥∥∥Φc (k)− Φ̂c (k)

∥∥∥ is bounded, and ∆u (k) is bounded, assuming that∥∥∥Φc (k)− Φ̂c (k)
∥∥∥ ‖∆u (k)‖ ≤ b . (5)

Then the following can be obtained

‖ỹ (k + 1)‖ = ‖y (k + 1)− ŷ (k + 1)‖ = (1−K)
∥∥∥y (k) + Φ̃c (k) ∆u (k)

∥∥∥ ≤
(1 +K)

(
‖ỹ (k)‖+

∥∥∥Φ̃c (k) ∆u (k)
∥∥∥) ≤ (1 +K) ‖ỹ (k)‖+ (1 +K) b ≤ ... ≤

(1 +K)
k ‖ỹ (1)‖+

(1+k)b(1−(1−K)k)
K

(6)

Hence ‖ỹ (k)‖ is bounded, assuming it to be c, that is, ‖ỹ (k)‖ ≤ c .
Prove that there is λ that enables

I − Φc (k)S (k)
(

Φ̂c (k) Φ̂T
c (k) + λI

)−1
Φ̂T

c (k) , (7)
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the absolute values of the eigenvalue are all less than 1. In this case, S (k) is a
diagonal matrix, Si (k) stands for the kth diagonal element in the matrix S (k). In
addition, denote delta (k) as an m-dimensional vector, and ε0 is a positive number
greater than 0. And S (k) and δ (k) satisfy the following.

for i = 1 : m
if
(
E−1F

)
i
≤ ε0 then

Si (k)←
(
E−1

(
F +MTx

))
i

ε0

δi (k)←
(x)i
Si
−
(
E−1F

)
i

else

Si (k)←
(
E−1

(
F +MTx

))
i

(E−1F )i

δi (k)← 0

It is easy to see that

x = S (k)E−1F + S (k) δ (k) (8)

Use ‖·‖2 to represent the spectral norm of the matrix, ρ (·) to represent the
spectrum of the matrix. As Φc (k), S (k), Φ̂T

c (k) and δ (k) are all bounded, assuming
that

‖Φc (k)‖2 ‖S (k)‖2
∥∥∥Φ̂T

c (k)
∥∥∥
2
≤ e1 ‖S (k)‖2

∥∥∥Φ̂T
c (k)

∥∥∥
2
≤

≤ e2 ‖Φc (k)‖2 ‖S (k) δ (k)‖2 ≤ e3 . (9)

Take e0 = max {e1, e2}, λmin = e0 + ρ
(

Φ̂c (k) Φ̂T
c (k)

)
, as

(
Φ̂cΦ̂

T
c (k) + λI

)−1
is

a symmetric matrix, and when λ>λmin, the following is established∥∥∥∥(Φ̂cΦ̂
T
c (k) + λI

)−1∥∥∥∥
2

= ρ

((
Φ̂cΦ̂

T
c (k) + λI

)−1)
<

1

e0
. (10)

Then it is further established that

ρ

(
Φc (k)S (k)

(
Φ̂c (k) Φ̂T

c (k) + λI
)−1

Φ̂T
c (k)

)
≤

‖Φc (k)‖2 ‖S (k)‖2

∥∥∥∥(Φ̂c (k) Φ̂T
c (k) + λI

)−1∥∥∥∥
2

×
∥∥∥Φ̂T

c (k)
∥∥∥
2
<1 .

(11)

It can be seen from the Hypothesis 1 that, when λ>λmin, all the absolute values
of the eigenvalue of Equation (11) are less than 1.
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Prove that the tracking error is bounded. As can be seen from Step 2

ρ

(
I − Φc (k)S (k)

(
Φ̂c (k) Φ̂T

c (k) + λI
)−1

Φ̂T
c (k)

)
< 1 . (12)

Then there is sufficiently small ∈ and norm ‖·‖ that enables the following∥∥∥∥I − Φc (k)S (k)
(

Φ̂c (k) Φ̂T
c (k) + λI

)−1
Φ̂T

c (k)

∥∥∥∥ ≤∈ +

ρ

(
I − Φc (k)S (k)×

(
Φ̂c (k) Φ̂T

c (k) + λI
)−1

Φ̂T
c (k)

)
<1

(13)

For any k, take the following∥∥∥∥I − Φc (k)S (k)
(

Φ̂c (k) Φ̂T
c (k) + λI

)−1
Φ̂T

c (k)

∥∥∥∥ < d1<1

∥∥∥∥Φc (k)S (k)
(

Φ̂c (k) Φ̂T
c (k) + λI

)−1
Φ̂T

c (k)

∥∥∥∥ < d2 (14)

Then

‖e (k + 1)‖ = ‖y ∗ (k + 1)− y (k + 1)‖ = ‖y ∗ (k + 1)− y (k)− Φc (k)S (k)×(
Φ̂c (k) Φ̂T

c (k) + λI
)−1

Φ̂T
c (k) (y ∗ (k)− ŷ (k))− Φc (k)S (k) δ (k)

∥∥∥∥ ≤∥∥∥∥I − Φc (k)S (k)
(

Φ̂c (k) Φ̂T
c (k) + λI

)−1
Φ̂T

c (k)

∥∥∥∥× ‖y ∗ (k)− y (k)‖+

∥∥∥∥Φc (k)S (k)×
(

Φ̂c (k) Φ̂T
c (k) + λI

)−1
Φ̂T

c (k)

∥∥∥∥ ‖ỹ (k)‖+ ‖Φc (k)S (k) δ (k)‖

≤ d1 ‖e (k)‖+ d2c+ e3 ≤ ... ≤ dk1 ‖e (1)‖+
(d2c+e3)(1−dk

1)
1−d1

.

Then ‖e (k)‖ is bounded, assuming its boundary isf0, that is, ‖e (k)‖ ≤ f0.
As y ∗ (k) is bounded, it can be known that y (k) is bounded. Also because in the

process of solving x, the control value position saturation limit is added, ‖u‖ can
meet the constraints, hence it is bounded. Then it can be further known that u (k)
is bounded.

Inference 1. If the filter is not used, that is, ŷ (k) = y (k). And when δ (k) = 0 is
established, the conclusion in Theorem 2 can be strengthened as the following:

1) system tracking error sequence convergence;
2) The closed-loop system is BIBO stable, that is, the output sequence and the

input sequence are bounded.
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Proof.

‖e (k + 1)‖ ≤ ‖y ∗ (k + 1)− y (k)− Φc (k)S (k)×
(

Φ̂c (k) Φ̂T
c (k) + λI

)−1
Φ̂T

c (k) (y ∗ (k)− ŷ (k))
∥∥∥ ≤ ∥∥∥∥I − Φc (k)S (k)

(
Φ̂c (k) Φ̂T

c (k) + λI
)−1

Φ̂T
c (k)

∥∥∥∥
×‖y ∗ (k)− y (k)‖ ≤ d1 ‖e (k)‖ ... ≤ dk1 ‖e (1)‖ .

(15)
Therefore, limk→∞ ‖y (k + 1)− y∗‖ = 0. Hence the conclusion 1) is proved. The

proving of the conclusion 2) is similar to the proving of the conclusion 2 in Theorem
2.

The physical meaning of δ (k) ≡ 0 in Inference 1 is that under the premise of
the absence of the constraints of equation (7), the result obtained by the calculation
only according to Equation (7) is not zero. In the actual system, due to the existence
of noise and numerical calculation error, the resulting value from solving equation
(7) will rarely be zero, therefore, the hypothesis in the actual system is of certain
significance.

4. Simulation experiment

Boilers are widely used in the chemical industry. However, the delay occurred
inside the boiler has caused great difficulties in the design of the control law. The
fuzzy adaptive control for boiler can be used to conduct effective tracking control.
In this simulation, Wood/ Berry boiler is used, as shown in Fig. 1, in which, u1
stands for the reflux rate (IB/min), u2 stands for the steam flow (IB/min), y1 stands
for the upper part component (mol% methanol), and y2 stands for the bottom
part component (mol% methanol). The following discrete system is used as the
Wood/Berry boiler.

Fig. 1. Boiler control system
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y1 (z) = 0.7665

z−0.9419u1 (z) + 0.9z−2

z−0.9535u2 (z) ,

y2 (z) = 0.6055z−6

z−0.9124 u1 (z) + 1.3472z−2

z−0.90311u2 (z) .

The expected output signal is as the following

y∗1 (k) =

{
40, k ≤ 1000
90, k>1000

y∗2 (k) =

{
40, k ≤ 1000
85, k>1000

(16)

In order to compare the control effect of the original method and the improved
method upon the occurrence of non-linear runaway of the boiler, the calculation
method for Φ̂c (k) before the improvement is described as the following:

ŷi (k + 1) = ŷi (k) + ∆uT (k) φ̂Ti (k) + kiỹi (k) , (17)

φ̂Ti (k + 1) = φ̂Ti (k) + 2∆u (k)
(
‖∆u (k)‖2 + µi

)−1
× (ỹi (k + 1)− Fiỹi (k)) , (18)

in which ŷi (k) is the estimate value of the ith output component and ỹi (k) =
yi (k) − ỹi (k) is the corresponding estimate error. Quantity Fi = 1 − ki, and ki is
the corresponding element on the diagonal of the matrix. φ̂Ti (k) is the ith row vector
of the matrix φ̂c (k). The calculation method for u (k) before the improvement is as
the following:

u (k) = u (k − 1) + Φ̂T
c (k)

[
Φ̂c (k) Φ̂T

c (k) + α
]−1
×

[y ∗ (k + 1)− ŷ (k)−Kỹ (k)] , ‖∆u (k)‖ ≤ δ ,
(19)

u (k) = u (k − 1) + δ · sgn (∆u (k)) , ‖∆u (k)‖>δ . (20)

In the simulation process of this paper, α = diag {0.003, 0.0015} and δ = 0.02.
The following parameters are shared with the improved algorithm before and after
the improvement: the sampling cycle Ts = 1s, K = diag {0.9, 0.9}, µ1 = µ2 = 9,
and PJM is the initial value of the PJM parameter.

Φ̂c (0) =

[
910 750
450 520

]
.

At the same time limiting the execution capacity of the controlled system actuator
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as the following {
0 ≤ µ1 ≤ 1, −0.02 ≤ ∆µ1 ≤ 0.02
0 ≤ µ2 ≤ 4, −0.02 ≤ ∆µ2 ≤ 0.02

(21)

On this basis, the algorithm is simulated before and after the improvement and
Fig. 2 can be obtained.

Fig. 2. Control performance comparison chart

In order to compare the sensitivity of the control algorithm to the initial param-
eters before and after the optimization of the initial parameters, assume the original
parameter

Φ̂c (0) =

[
1000 1000
1000 1000

]
.

Then, Fig. 3 can be obtained after performing simulation. In the absence of
limited execution capacity, the boiler fuzzy adaptive control can better track the
signal. But it can be found after comparing with Fig. 3 that, the fuzzy adaptive
control of the boiler before the improvement shows significant static difference upon
the occurrence of the non-linear runaway of the boiler. This is because the controller
in the calculation of control output does not take into account the implementation
of the actuator capacity, indirectly causing the situation that the system cannot
correct the errors of the PJM parameters, and finally leading to the violent jitter in
the control algorithm, and basically losing the capability to track the reference input.
Under the improved boiler fuzzy adaptive control algorithm, it fully considers the
execution capability of the actuator, which can effectively track the reference input,
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showing the effectiveness of the algorithm.

Fig. 3. Control performance comparison chart after the change of the initial
parameters

5. Conclusion

In this paper, a fuzzy adaptive control algorithm for boiler is proposed to solve
the failure to deal with the non-linear runaway problem of the boiler. And the closed
loop stability of the algorithm is proved rigorously. The algorithm has the advan-
tages of simple to implement and small calculation amount. The control effects of
the algorithm combined with the Wood/Berry model before and after the improve-
ment are compared. The simulation results show that, the improved algorithm has
the advantages of strong tracking capability and weak dependence on the initial
parameters, which can effectively deal with the non-linear runaway problem of the
boiler.
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Software test data generation
algorithm based on multi-dimensional

space-time granularity

Wu Dafei1

Abstract. Based on the multi-dimensional space-time granularity, a kind of software test
data generation algorithm was proposed. The algorithm first uses the space-time function multi-
dimensional approach and granularity method, finds all feasible paths in the program. And it
generates proper initial software test data set for the partial feasible paths automatically; when
the correct software testing data can not be obtained by using the space-time function multi-
dimensional approach and granularity method, it can depend on the principal of making software
testing data set smallest and multi-dimensional space-time granularity thought. The software
testing data can be supplemented according to the predicate and sub path that never covered
by initial test data set. The new algorithm has a combination with predicate slice and DUC
expression, so it is able to judge the feasibility of the sub path from the source. Then it can
effectively to reduce the influence of unfeasible path on the algorithm performance. The algorithm
analysis and experimental results show that the algorithm can effectively reduce the software test
data bulk, and improve the test performance.

Key words. Software test, software test data automatic generation, multi-dimensional space-
time granularity, multi-dimensional approach; space-time function granularity.

1. Introduction

At present, dynamic software test has become a research focus of software testing.
In the dynamic software testing process, the generation of test cases is the key and
difficulty of the task. According to statistics, about 40% of the test costs was spent
on the design test cases [1]

Relying on a variety of test models and standards, the generation methods of
software test data like dependent on the syntax, predicate slices, program specifica-
tions, symbol execution and program execution were proposed [2–6]. Path coverage
is a typical test standard. The goal is to require that all paths of the program be
tested at least once at the end of the test. In literature [7, 8], a software test data

1Hunan University of Science and Engineering, Yongzhou, Hunan, 425199, China

http://journal.it.cas.cz
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generation algorithm based on path coverage test is given by symbolic execution, as
the implementation of the symbol on the form of the array and the pointer is difficult
to deal with; In literature [9, 10], program execution and space-time function granu-
larity are used to solve the drawbacks of the array execution and pointers. However,
since each test only considers one predicate and one input variable, a large number
of iterations are required to automatically generate a new input that satisfies the
condition even if the branch condition in the path is a linear function of the input.
A new algorithm for a given path-dependent iteration is proposed in Literature [11].
The algorithm takes into account multiple predicates and multiple input variables
at same time. A set of initial inputs satisfying the given path is automatically gen-
erated by iteration using a randomly selected set of initial inputs. The algorithm
only uses the linear function to iterate, so it is only effective for the linear function,
and less effective for the nonlinear function.

In this paper, a software test data generation algorithm based on the idea of
multi-dimensional space-time granularity was proposed. The new algorithm first
uses the multidimensional approximation and granularity method of the space-time
function to find out the feasible path of the program and automatically generate
the appropriate initial software test data set for some feasible paths. When the
space-time function multi-dimensional approach and granularity methods can not
get the software test data correctly, it can depend on the principal of making soft-
ware testing data set smallest and multi-dimensional space-time granularity thought
for the predicate and sub path that never covered by initial test data set. The soft-
ware testing data can be supplemented according to the thought. Since the new
algorithm uses the DUC expression [6], it is possible to determine whether the sub
path is feasible from the source, so as to effectively reduce the influence of unfeasible
paths on the algorithm. The new algorithm combines the advantages of space-time
function multi-dimensional approach and granularity methods. And it relies on
multi-dimensional space-time granularity to supplement the software test data, thus
reducing the number of software test data and improving the test performance.

Definition 1. Path. A program module M can be regarded as a directed graph
G = (V,E, s, e), where V is the set of nodes in M , E is the set of edges in M , s is
the unique source node of M , indicating the beginning of the program module M ;
e represents the only sink nodes for M , meaning the end of program module M . A
node n means a piece of declaration statements or a conditional expression. From
node ni to node nj , a possible control transfer is regard as an edge (ni, nj) ∈ G. A
subpath P = {n1, n2, · · · , nk+1} ∈ G is a sequence of node ni, and (ni, ni+1) ∈ E,
∀ ∈ [1, k]; if n1 = s, nk+1 = e, then P is called a piece of path in program module
M .

Definition 2. Input variable. If a variable ik appears in an input statement
program of program module M or an input parameter of M , then ik is called the
input variable of ik. The definition domain Dk of input variable ik is a set for all the
possible values of ik. An input vector I = {i1, i2, · · · , im} ∈ (D1 ×D2 × · · · ×Dm)
is called a program input of program module M , which is called an input of M for
short. Herein, m is the number of the input variables in M .

Definition 3. Predicate. Simple predicate refers to the predicate only containing
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single relational operator op; obviously, the simple predicate can be expressed as
E1opE2. Herein, op ∈ {<,≤, >,≥,=, 6=} , E1, E2 is the algebraic expression. Com-
pound predicate means the predicate of two or more than two simple predicates
connected by Boolean connectives AND or OR together. If there is a boolean vari-
able in the predicate, then TRUE can be expressed by 0 or a positive number, and
FALSE can be expressed by a negative number.

Definition 4. An unfeasible path. All predicate explanations [8] on a subpath
compose its path condition, which defines a path definition field. It ensures the
program to consist of all inputs that execute along the subpath. If the path definition
field of a sub-path is empty (φ), the sub-path is called an unfeasible sub-path.

The following Lemma 1 is clearly defined by the Definition 4: from Definition 4,
it is clear that the following Lemma 1 comes into existence.

Lemma 1. If a sub-path is an unfeasible sub-path, then all paths containing the
sub-path are unfeasible paths.

Definition 5. Space-time function. A simple predicate pr : E1opE2 can be con-
verted into the following form: F rel 0; herein: rel ∈ {<,≤,=} ;F is a direct
or indirect function of the input variable, and called the corresponding space-time
function of the predicate pr.

Definition 6. Multi-dimensional approach. For arbitrary space-time function F1

and a set of inputs I0, it is called the multi-dimensional approach of linear function
f1 =

∑m
i=1 a

1
ixi + b1 for F1. Herein, xi is the input variable; a1i is the constant

coefficient; b1 is the constant; a1i and b1 can be obtained from the following equations:

f1 (I0) = F1 (I0) ,

f1 (I0 + (∆x1
, 0, · · · , 0)) =

F1 (I0 + (∆x1 , 0, · · · , 0)) ,

...

f1
(
I0 +

(
0, · · · , 0,∆xm−1

, 0
))

=

F1

(
I0 +

(
0, · · · , 0,∆xm−1

, 0
))
,

f1 (I0 + (0, · · · , 0,∆xm)) =

F1 (I0 + (0, · · · , 0,∆xm
)) .

Theorem 1. For a given input I0, supposing the corresponding multi-dimensional
approach f1 of the space-time function F1 for the predicate p1 is f1, and the operator
is of F1 is rel1, then: 1) if f1 (I0) rel10 ⇒ I0 ensures the program to execute along
the sub-path p1; 2) if f1 (I0) rel10 ⇒ I0 ensures the program to execute along the
sub path p1.

Proof. It can be seen from Definition 6: f1 (I0) = F1 (I0), then f1 (I0) rel10 is set
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up⇒ F1 (I0) rel10 is set up⇒ I0 ensures the program to execute along the sub path
p1. Proving by the same method, f1 (I0)¬rel10 is set up ⇒ I0 ensures the program
to execute along the sub-path p1, Q.E.D.

2. Software test data generation algorithm based on
multi-dimensional space-time granularity

2.1. Generation algorithm of initial software test data set

Based on the definitions, theorems and lemmas in section 1, the initial software
test data set generation algorithm is described as follows:

Step 1. By using the predicate slicing algorithm [6], the DUC expression rj .dj :
Uj : cj and operator relj corresponding in M of all the n predicates pj (j ∈ [1, n])
were obtained; and all the n dicerse input variables x1, x2, · · · , xm inM are obtained.

Step 2. Randomly generate a program input I0 =
(
x01, x

0
2, · · · , x0m

)
, order I0 = I0.

Step 3. For pk (k ∈ [1, n]) and input It1t2···tk−1 (herein, ti ∈ {0, 1} , i ∈ [1, k − 1],
and when k = 1, order It1t2···tk−1 = I0.

Step 3.1. If k ≥ 2 and ∼ pt11 ,∼ pt1t22 , · · · ,∼ p
t1t2···tk−1

k−1 /∈ ck, then skip to Step
3.2, otherwise skip to Step 3.5.

Step 3.2. By using Definition 6, according to the input It1t2···tk−1 , the multi-
dimensional approach fk of pk corresponded space-time function Fk can be solved.
Substitute It1t2···tk−1 into f t11 , f

t1t2
2 , · · · , f t1t2···tk−1

k−1 , fk (herein f
t1t2···ti−1

i = fi, i ∈
[1, k − 1]) and obtain a group of values θ = (θ1, θ2, · · · , θk).

Step 3.3. If θk relk0, then It1t2···tk−1 ensures the program execute along the
sub-path pt11 , p

t1t2
2 , · · · , pt1t2···tk−1

k−1 , pk. Order It1t2···t
0
k−1 = It1t2···tk−1 , f

t1t2···t0k−1

k =

fk, p
t1t2···t0k−1

k = pk, and record the path and its input as well as the multi-dimensional
approach set of space-time function; then, solve the vector I relying on Theorem 2,
order I1 = It1t2···tk−1 + I.

Step 3.3.1. If I1 ensures the program execute along the sub-path pt11 , p
t1t2
2 , · · · ,

p
t1t2···tk−1

k−1 ,∼ pk, then order It1t2···t
1
k−1 = I1, f

t1t2···t1k−1

k = fk, p
t1t2···t0k−1

k =∼ pk, and
record the path and its input as well as the multi-dimensional approach set of space-
time function; and then skip to Step 3.5.

Step 3.3.2. Otherwise, the solution of the program executing along the above
subpath can be found according to the space-time function granularity thought. If
it is able to find the input I

′

1 meeting the conditions in a given maximum num-
ber (if cannot, then order I

′

1 = φ), then use the Definition 6 and obtain the new
multi-dimensional approach f

′

1, f
′

2, · · · , f
′

k−1, f
′

k of F1, F2, · · · , Fk, order It1t2···t
1
k−1 =

I
′

1, f
t1
1 = f

′

1, f
t1t2
2 = f

′

2, f
t1t2···tk−1

k−1 = f
′

k−1, f
t1t2···t1k−1

k = f
′

k, p
t1t2···t1k−1

k =∼ pk, and
record the path and its input as well as the multi-dimensional approach set of space-
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time function; and then skip to Step 3.5.

Step 3.4. If θk relk0 is not set up, then It1t2···tk−1 ensures the program exe-
cute along the sub-path pt11 , p

t1t2
2 , · · · , pt1t2···tk−1

k−1 ,∼ pk order It1t2···t
1
k−1 = It1t2···tk−1 ,

f
t1t2···tk−1

k = f
′

k−1, f
t1t2···t1k−1

k = f
′

k, p
t1t2···t1k−1

k =∼ pk, and record the path and its in-
put as well as the multi-dimensional approach set of space-time function; then, solve
the solution vector I according to Theorem 2, order the input I1 = It1t2···tk−1 + I.
Finally, record the path and its input as well as the multi-dimensional approach set
of space-time function; and then skip to Step 3.5.

Step 3.5. For another set of t1t2 · · · tk−1, repeat the Step 3.1 to 3.4, until all the
groups in t1t2 · · · tk−1 are tested, and then skip to Step 4.

Step 4. Repeat the Step 3 for k = k + 1, till k = n, and then skip to Step 5.

Step 5. End of the algorithm: for record of the obtained path and its input as
well as the multi-dimensional approach set of space-time function, if the path and
input are not empty, then the path is a feasible path, and the corresponding input
is a software test data meeting the path.

2.2. Supplement algorithm of software test data

Considering the test overhead, it is impractical to construct the appropriate soft-
ware test data for all paths in the program moduleM . Therefore, in this section, we
propose a new software test data addition algorithm, which is based on the idea of
multi-dimension. Before the description of a specific algorithm is given, the relevant
definitions are given as follows:

Definition 7. Sub-path pair. For software test data ti, assume that the corre-
sponding test path is Pi = bi1bi2 · · · bit, herein,

bi1bi2 · · · bit ∈ {p1,∼ p1, p2,∼ p2, · · · , pk,∼ pk} , p1, p2, · · · , pk

is all k predicates in program module M , then call (bi1, bi2) is the subpath pair
covered by software test data ti, herein j ∈ [1, t− 1]. The subpath pair set covered by
software test data ti is recorded as Ψi = bi1, bi2 {(bi1, bi2) , (bi2, bi3) , · · · , (bit−1, bit)}.
According to the software test data generation algorithm in Section 2.1, an initial
software test data set can be obtained. Multi-dimensional space-time granularity
refers to that based on the initial software test data set, first supplement the software
test data for uncovered predicate. And then selectively supplement the redundancy
software test data relying on the idea of subpath pair covering, in order to achieve
better test coverage.

According to the above definition, the supplementary algorithm can be described
as follows:

1) Assume that after using the initial software test data set generation algorithm,
the obtained initial software test data set is {t1, t2, · · · , tn}, and the covered paths
are {P1, P2, · · · , PN} , p1, p2, · · · , pk are all the k predicates in program module M .
Assume that the set of Pj covered predicates is Ωj . If i exists and makes pi /∈

⋃N
j=1 Ωj
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or ∼ pi /∈
⋃N

j=1 Ωjj , then supplement new software test data t
′
for pi or ∼ pi.

2) Assume the obtained software test data set is {t1, t2, · · · , tm} after the supple-
ment of software test data in Step 1. For any software test data ti ∈ {t1, t2, · · · , tm},
assume the covered sub-path pair set is Ψi. Then the sub-path pair set covered
by software test data set {t1, t2, · · · , tm} is Ψ =

⋃M
j=1 Ψi. If sub-path pair set

{(b1, b2) , (b2, b3) , · · · , (bx−1, bx)} ∈ Ψ exists, but ∀ ∈ [1,M ], there is

{(b1, b2) , (b2, b3) , · · · , (bx−1, bx)} /∈ Ψ ,

then supplement new software test data t” for sub-path b1, b2, b3 · · · , bx.

3. Algorithm analysis and experiment

The complexity of the algorithm is mainly concentrated in the initial software
test data set generation algorithm Step 3. In the worst case, for a program module
containing n predicates, the worst-case algorithm has a time complexity of O (2n),
since there may be at most 2n different paths in the program. However, in prac-
tice, the actual complexity of the algorithm is much lower because the condition
∼ pt11 ,∼ pt1t22 , · · · ,∼ p

t1t2···tk−1

k−1 /∈ ck in Step 3.1 of the initial software test dataset
generation algorithm will cause a large number of unfeasible paths to be removed
in time. In addition, the method of automatically generating software test data
by using the spatio-temporal function granularity method, even for the linear func-
tion, needs to be tested several times in order to find the appropriate software test
data; The new algorithm proposed in this paper combines the advantages of both
the multidimensional approximation and the spatio-temporal function granularity.
Therefore, the new algorithm requires only one iteration of the linear function to get
the appropriate software test data. The use of non-linear function, multidimensional
approximation and spatio-temporal function granularity method makes the new al-
gorithm converge faster from the initial input to the satisfying software test data.
Moreover, the new algorithm relies on the idea of multidimensional spatio-temporal
granularity to update the software test data for predicates and sub-paths that are
not covered by the initial software test dataset, So there is better test coverage per-
formance. The program module M1 is illustrated as an example, and the program
module M1 is shown in Fig. 1.

For M1, according to the algorithm described in Section 2, the specific imple-
mentation steps are as follows.

First solve the DUC expression of program module M1. Assume the automati-
cally generated initial input is I0 = (1, 2).

For p1, it can be seen from algorithm Step 3.1 that I0 ensures the execution of
∼ p1. According to algorithm Step 3.4, another group of solutions I1 = (2, 0) can be
obtained. And I1 ensures the execution of p1. Then get Γ←< −x+ y, p1, (3, 2) >.

For p2: for the record 1 in Γ 1 :< −x + y,∼ p1, (1, 2) >, it can be seen from
algorithm Step 3.1 that (1, 2) ensures the execution of ∼ p2. Record Γ ←<
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{−x+ y, x+ 3y} , {∼ p1,∼ p2} , (1, 2) >, then another group of solutions I1 = (−1, 0)
can be obtained from algorithm Step 3.2 and 3.3; obviously, (–1, 0) ensures the ex-
ecution of path ∼ p1, p2. So

Γ←< {−x+ y, x+ 3y} , {∼ p1,∼ p2} , (−1, 0) > .

Fig. 1. Program module M1

For the record 2 in 2 :< −x+ y, p1, (3, 2) >, we also can get

Γ←< {−x+ y, x+ 3y} , {p1, p2} , (0.5,−0.5) >

and Γ←< {−x+ y, x+ 3y} , {p1,∼ p2} , (3, 2) > .

For p3, since c3 = {∼ p2}, so it can be known from algorithm Step 3.4 that only
two pieces of records need to be considered in Γ, < {−x+ y, x+ 3y} , {∼ p1,∼ p2} ,
(1, 2) > .

For < {−x+ y, x+ 3y} , {∼ p1,∼ p2} , (1, 2) >), we can only obtain

Γ←< {−x+ y, x+ 3y, x− 4y + 6} , {∼ p1,∼ p2, p3} , (1, 2) > ;

while for path {∼ p1,∼ p2,∼ p3}, it cannot solve the software test data meeting the
condition.
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For < {−x+ y, x+ 3y} , {p1,∼ p2} , (3, 2) >, we can only obtain

Γ←< {−x+ y, x+ 3y, x− 4y + 6} , {p1,∼ p2, p3} , (3, 2) > .

However, for path {∼ p1,∼ p2,∼ p3}, it cannot solve the software test data meeting
the condition.

The obtained paths Γ←< {−x+ y, x+ 3y, x− 4y + 6} , {∼ p1,∼ p2, p3} , (1, 2) >
are feasible paths, and the corresponding software test data are t1=(0.5,−0.5),
t2=(−1, 0), t3=(3 , 2) and t4=(1, 2), respectively. The covered sub-path pairs and
predicates are shown in Tables 1 and 2.

Table 1. Subpaths covered by initial software test data set

Test data (p1, p2) (p1, ∼ p2) (∼ p1, p2) (∼ p1, p2) (p2, p3) (∼ p2, p3)

t1 *

t2 * *

t3 * *

t4 * *

Table 2. Predicates covered by initial software test data set

Test data p1 ∼ p1 p2 ∼ p2 p3 ∼ p3

t1 * *

t2 * *

t3 * * *
t4

Table 1 and Table 2 show that the sub-path ∼ p3 is not covered by t1, t2, t3, t4.
According to Step 1 in software test data supplementary algorithm, the obtained
software test data set is the subpath pairs and predicate covered by

{t1 (0.5,−0.5) , t2 (−1, 0) , t3 (3, 2) , t4 (1, 2) , t5 (2, 1) , t6 (1, 1)} ,

which is shown in Tables 3 and 4.

Table 3. Sub-paths covered by software test data set after the first supplement

Test
data

(p1,p2) (p1,∼ p2) (∼ p1,p2) (∼ p1,∼ p2) (p2,p3) (∼ p2,p3) (∼ p2,∼ p3)

t1 *

t2 * *

t3 * *

t4 * *

t5 * *
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Table 4. Predicates covered by software test data set after the first supplement

Test data p1 ∼ p1 p2 ∼ p2 p3 ∼ p3

t1 * *

t2 * *

t3 * * *
t4

t5

Table 3 and Table 4 show that the sub-paths (∼ p1,∼ p2),(∼ p2,∼ p3) meet the
conditions of Step 2 in software test data supplementary algorithm. Therefore,
software test data should be added. Assume that the new added software test
data is t6(1, 1), then the obtained software test data set is the subpath pairs and
predicate covered by {t1 (0.5,−0.5) , t2 (−1, 0) , t3 (3, 2) , t4 (1, 2) , t5 (2, 1) , t6 (1, 1)},
which is shown in Tables 5 and 6.

Table 5. Sub-paths Subpaths covered by software test data set after the second supplement

Test
data

(p1,p2) (p1,∼ p2) (∼ p1,p2) (∼ p1,∼ p2) (p2,p3) (∼ p2,p3) (∼ p2,∼ p3)

t1 *

t2 * *

t3 * *

t4 * *

t5 * *

t6 * *

Table 6. Predicates covered by software test data set after the second supplement

Test data p1 ∼ p1 p2 ∼ p2 p3 ∼ p3

t1 * *

t2 * *

t3 * * *
t4

t5 * * *

t6 * * *

Obviously, Table 5 and Table 6 no longer meet the conditions of the software
test data supplement algorithm. Thus, the finally obtained software test data set is
{t1 (0.5,−0.5) , t2 (−1, 0) , t3 (3, 2) , t4 (1, 2) , t5 (2, 1) , t6 (1, 1)}.

In particular, the software test data

{t1 (0.5,−0.5) , t2 (−1, 0) , t3 (3, 2) , t4 (1, 2) , t5 (2, 1) , t6 (1, 1)}
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obtained in this case covers all the 6 pieces of feasible paths p1p2,∼ p1p2, p1 ∼
p2p3,∼ p1 ∼ p2p3, p1 ∼ p2 ∼ p3 and ∼ p1 ∼ p2 ∼ p3p1 ∼ p2 ∼ p3 in the program.
Finally, in order to further verify the performance of the algorithm, experiments
were conducted depending on the test pool data in literature [12–14] . The results
are shown in Fig. 2. The test results are the average value of each group of program
test.

Fig. 2. Average size of the software test data set and the average number of
detected errors

In Fig. 2, |T | represents the average size of the original software testing data set.
|F | represents the average number of detected errors with the original software test
data set. Quantities |Ts| and |Fs| mean the average number of average size and error
detection software test data obtained by using the proposed algorithm, respectively.
The experimental results show that the novel algorithm proposed in this paper can
effectively reduce the number of software test data on the basis of guarantee the
testing performance.

4. Conclusion

Software test is a very cumbersome and complex but extremely important stage
in software development, especially for large-scale system software and application
software. If the potential errors and defects in the software are not detected in
time, they will cause serious consequences. In this paper, a software test data
generation algorithm based on the idea of multi-dimensional space-time granularity
was proposed. The algorithm analysis and experimental results show that the new
algorithm can effectively reduce the influence of the unfeasible path to the algorithm,
reduce the number of software test data, and improve the test efficiency. The next
step is mainly to approach and solve approximation appropriate software test data
for complex calculus functions, and to test software of structured program containing
the string and numerical calculation and to generate test data automatically.
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Chaotic time series prediction based on
the fusion of multi-source collaborative

data feature constraints

BaoYan Zhang1

Abstract. With the continuous development of multi-source collaborative data network
technology, multi-source collaborative data has been widely applied and become an important
infrastructure in the field of information technology. However, the intelligent prediction based
on the fusion of multi-source collaborative feature constraints often fails to obtain the accurate
predictive relevant real-time information as the chaotic time series perceptual information demand
of intelligent applications normally cannot be translated into simple query requests and multi-
source sensor underlying query interfaces. In view of this problem, a multi-source collaborative
data network information resource description, reasoning and application model based on the fusion
of multi-source collaborative data feature constraints is proposed in this paper, which combines,
and on the basis of the chaotic time series prediction support as the application foundation, the
chaotic time series prediction technology based on the fusion of the multi-source collaborative data
feature constraints is studied. Experiments prove that, the improved model can realize the accurate
positioning of the specific multi-source sensor in the multi-source collaborative data network and
obtain the real-time sequence prediction mechanism of the corresponding perceptual information.

Key words. Multi-source collaborative data, feature constraints; prediction, multi-source
collaborative data network; chaotic time series.

1. Introduction

With the rapid development of artificial intelligence, the chaotic time series has
been widely applied in the fields of intelligent transportation [1], military application
[2], emergency handling [3], disaster relief [4] and other aspects. Chaotic time series
often needs to obtain a lot of real-time information about the physical world in
the course of the completion of the prediction tasks. For example, in the disaster
rescue, when rescuing the people in the disaster area, it is required knowing the
location of the wounded person, the surrounding environment, injury situation and
so on, so that rapid and targeted rescue can be carried out. The emerging multi-

1School of Information Technology and Engineering , Jinzhong University, Jinzhong, Shangxi,
030619, China
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source collaborative data network technology has provided a brand new perceptual
information service mechanism with wide coverage, strong real-time performance
and other features, and this information service mechanism is on the basis of the
multi-source sensor network system with mutual communication and interoperability
in the multi-source collaborative data network, to provide chaotic time series with
extensive and comprehensive real-time information, so as to significantly improve
the efficiency of the chaotic time series to accomplish the prediction task.

The disunity of multi-source data collaboration and heterogeneity of sensor infor-
mation is a major bottleneck in the application of the autonomous planning and pre-
diction support of chaotic time series in the multi-source collaborative data network
[5–7]. It is a hot research topic in recent years on how to describe the multi-source
sensor effectively and make use of the description information of the multi-source
sensor in the acquisition and application of the perceptual information. Although
the aforementioned research methods can achieve effective semantic representation
of the multi-source sensors, they are not suitable for the direct application to the
multi-source collaborative data network.

Firstly, the multi-source collaborative data network is a service network based on
the fusion of the sensing resources [8–10]. Therefore, the semantic modeling for the
multi-source collaborative data network must be service-oriented semantic modeling,
and not just the semantic modeling for the multi-source sensor;

Further, in consideration of the availability of the sensor resources and the close
correlation with the temporal and spatial features, in the semantic modeling, it is
necessary to conduct unified modeling for the temporal and spatial features and the
effectiveness of services [11–12].

On this basis, in this paper, a semantic modeling approach for the multi-source
collaborative data network service resources and their temporal and spatial features.
In the modeling approach: We first encapsulate the perceptual resources in the
multi-source collaborative data network through the restful service to generate the
corresponding multi-source collaborative data network resource service;

Furthermore, through constructing a semantic model for the restful services the
semantic model, the semantic description of the multi-source collaborative data net-
work service resources is realized. Finally, we introduce the temporal and spatial
description method in the semantic model, and achieve the effective semantic mod-
eling for the temporal and spatial features of the multi-source collaborative data
network resource service.

In this paper, different from the former fusion based multi-source data collabora-
tive feature constraint work, the multi-source collaborative data feature constraint
prediction task planning method in view of the multi-source collaborative data fea-
ture constraints is put forward. The method can make full use of the semantic
description meta-information in view of the multi-source collaborative data network
resources, and realize the dynamic mapping from high-level semantic description in-
formation requirement to the underlying multi-source sensor resources by integrat-
ing the planning reasoning of the dynamic description logic. Based on this method,
the chaotic time series prediction model can effectively utilize various existing multi-
source collaborative data networks to realize the effective prediction task assignment,
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the real-time prediction task execution monitoring for various emergency prediction
tasks in the physical world, and dynamic prediction task adjustment and prediction
task re-planning, etc.

The complex prediction task here refers to the prediction task which needs to
be completed by several agents collaboratively and collaboratively. Based on the
team-oriented plan (hereinafter referred to as multi-source data collaborative fea-
ture constraints) [6], this paper constructs a new method for the prediction of the
features of complex tasks. The reason of the fusion based multi-source data collab-
orative feature constraints to construct the multi-source data collaborative feature
constraints is that: the multi-source data collaborative feature constraints can pro-
vide a framework to construct the prediction task feature constraint plan according
to the behavioral capacity of each individual in the team. With the integration of
this framework, effective breakdown of complex prediction tasks can be realized.

2. Chaotic time series prediction model based on the fusion
of multi-source collaborative data feature constraints

2.1. Chaotic time series prediction mechanism

When an abstract complex prediction task is accomplished in the chaotic time
series, it requires a lot of real-time information in the physical world as the predic-
tion basis. However, the multi-source collaborative data network can be regarded
as a database with the capability to provide massive information about the phys-
ical world. Therefore, we propose a chaotic time series prediction support system
based on the fusion of the multi-source collaborative feature constraints (hereinafter
referred to as CTSPSS for short). CTSPSS obtains the prediction task from the
prediction task interface and passes it to the chaotic time series; the chaotic time
series constrains the abstract complex task features to be completed as a series of
sub-prediction tasks with lower coupling degree according to the prediction task
knowledge in the knowledge base; and then, each sub prediction task is assigned to
the specific agent.

The agent needs to perceive the real-time state of the physical world when it ac-
complishes the task, and it can make reasonable prediction on the basis. However, as
the agent system usually describes the environment states that need to be perceived
in the high-level semantic form (such as description logic), while for the heteroge-
neous multi-source collaborative data network entities (such as gateways and sensing
nodes) in the multi-source collaborative data network, the perceptual information
can only be exported through the specific query oriented method, therefore, CT-
SPSS can construct a multi-source collaborative data feature constraints based on
the semantic model of the multi-source collaborative data network resources. The
multi-source collaborative data feature constraints realizes unified description on
the individual attributes and access interfaces of the multi-source collaborative data
network resources through the resource description method of the fusion ontology,
so that the chaotic time series can obtain the corresponding multi-source collabo-
rative data network resources by analyzing the semantic description. The chaotic
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time series can constrain the complex prediction task features into a series of simple
prediction tasks, and obtain the chaotic time series perceptual information needed to
accomplish the simple prediction task in the multi-source collaborative data network.

To sum up, whether it is possible to obtain the required information resources to
predict the execution of the task from the multi-source collaborative data network
determines whether the prediction task can be successfully executed. Therefore,
when the prediction task feature constraints are conducted, the chaotic time series
needs to determine whether the resources in the multi-source collaborative data
network can meet the information requirements of the prediction task execution.
In the following section, we will discuss in details how the chaotic time series can
perform the prediction task feature constraints according to the available information
resources in the multi-source collaborative data network. First of all, it is required
making formal specification on the problem of chaotic time prediction task feature
constraint prediction for the multi-source collaborative data network.

Definition 1. A prediction task T is a two-tuples with the form of T = 〈Init,Goal〉.
Init and Goal are both state description sets, Init and Goal are composed of a

set of description logic formula. In which, Init represents the system state before
the execution of the task; and Goal is the expected system state after the task is
executed, that is, the target state.

Definition 2. The breakdown scheme of a prediction task T is a four-tuples with
the form of Schema (T ) = 〈TaskSet, State, Action,QuerySet〉.

Quantity TaskSet = {T1, T1, . . . , Tn} is the set of the sub-prediction task bro-
ken down by the chaotic time series according to the knowledge base, Tk is the
kth sub prediction task, State = {state1, state2, . . . staten} is the environmental
information needed to accomplish the sub prediction task, where statek is the en-
vironment information needed to accomplish the abstract complex prediction task
Tk, Action = {A1, A2, . . . An} is the behavioral prediction needed for the agent
to accomplish the prediction task, in which, Ak = Decision (Tk, statek) is the
action prediction taken by the agent to accomplish the sub prediction task Tk,
QSetk = {Q1, Q2, . . . , QM}, QSetk ∈ QuerySet is the set of the environment in-
formation required to accomplish the sub prediction task Tk. Obviously, QSetk is
determined by statek.

For example, assuming that the chaotic time series receives an abstract complex
prediction task “Fire fighting for building B”, through breakdown, a number of sub-
prediction tasks can be obtained, in which, the sub-prediction task Ti is "The fire
engine arrives at the scene of the fire". In order to accomplish the sub-prediction
task, the required environment state perception is state= "Traffic state from the
fire site to the fire center". Although the multi-source collaborative data feature
constraint is constructed, and the semantic information fusion query can be real-
ized, but as the query granularity is relatively large, the multi-source collaborative
data network cannot directly understand and complete this type of environmental
state query, therefore, it is necessary to further break down the abstract state query,
and ultimately generate the semantic query operation that can be directly under-
stood and executed by the machine, QuerySet = {Q1 = "Beijing No. 1 Road traffic
pressure multi-source sensor state", Q2 = "Beijing No. 2 Road traffic pressure multi-
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source sensor state", Q3 = "Beijing No. 1 Road traffic lights state", Q4 = "Beijing
No. 2 Road traffic lights state", ... }. Through these specific query statements, the
chaotic time series can obtain the necessary environmental information from the
multi-source collaborative data network.

2.2. Chaotic time series prediction based on the fusion of
multi-source data collaborative feature constraints

As mentioned earlier, action prediction relies on the real-time sensing of the
environment information state. However, state is usually a relatively abstract state
of the environment, making it difficult for the machine to directly map the state
queries to the directly executable multi-source collaborative data network atomic
query statements. Therefore, CTSPSS requires the query breakdown process that
maps the state abstract query to a specific atomic query set QuerySet. According
to QuerySet, CTSPSS can determine whether the multi-source collaborative data
network can provide the necessary information support for the action execution.

The process of breaking down the state query is a semantic breakdown process
with decreasing abstraction degree by layer, and the semantic breakdown by layer
can be achieved through the prediction task feature constraint knowledge in the
multi-source data collaborative feature constraint knowledge base. However, the
multi-source data collaborative feature constraint knowledge base is usually oriented
to a specific prediction task, while state usually represents a more general physical
world state. Therefore, it is very difficult to identify a multi-source data collaborative
feature constraint breakdown Map to correspond to the state. Therefore, we try to
construct a state query breakdown method based on the fusion ontology.

It can be known from Algorithm 1 that the information that needs to be queried
from the multi-source collaborative data network is a subset of the action execution
preconditions set, and the action execution prerequisite represented by the dynamic
description logic consists of two forms: the conceptual assertion formula with the
form of C(x) and the relation assertion formula with the shape of R. Their respective
implication is that: If individual x is an instance of C, the precondition holds;
if there is R relationship between individualx and individual y, this prerequisite
holds. The prerequisites of both types can be regarded as the state verification
of the individual in the physical world, for example, HighTemperature represents
the verification whether the temperature of room r is too high, and InSameRoom
represents the verification whether x and y are in the same room, etc.

To simplify the discussion, we assume that the multi-source collaborative data
network only provides the perceptual information on the attributes of various physi-
cal objects in the physical world, such as the physical object location, running speed,
running direction and so on. At the same time, such attribute information can be
obtained from the multi-source sensor associated with the physical object. There-
fore, the problem of the state verification for a physical object can be converted
to the acquisition of the perceptual information about the multi-source sensor as-
sociated with the physical object. Furthermore, since the physical object-related
chaotic time series implies that the information acquisition of multi-source sensors
requires temporal-spatial constraints, the state verification of the physical object can
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be mapped to the acquisition behavior of certain types of perceptual information in
certain time period and spatial domain. Based on the aforementioned analysis, we
can transform the verification of the physical object state of the action execution
prerequisite to the breakdown query of the perceptual information with the tempo-
ral and spatial constraints, and finally form a series of query requests related to the
multi-source sensor in the multi-source collaborative data network.

Through the ontology, we can represent a variety of perceptual information re-
quired for the validation of a certain physical object state, such as the state valida-
tion on whether a room is on fire can be expressed as the concept definition of and
regarding to RoomOnFire:

RoomOnFire≡ Room u hasSensingDevice.(∃ hasLocation.(InRoom tNearRoom)
u observes.(PmpertyuSmoke)tobserves.(PmpertyuHighTemerature))).

The specific meaning of this concept definition is that: If the multi-source sensor
that is located in a room near the room detects smoke or temperature increase, the
room has an outbreak of fire.

According to this definition, it is possible to determine the state of RoomOnFire
(No.116) by obtaining the chaos time series perceptual information about the smoke
and temperature of the multi-source sensor in the room No. 116 or in the vicinity of
the room.

It can be noted that the concept definition that describes the physical entity state
only describes the logical relationship of the perceptual information related to the
state concept itself, while lacks the temporal and spatial constraints. Therefore, in
the actual query breakdown, it is necessary to combine the concept definition with
the temporal and spatial concept to form the query with the temporal and spatial
constraints. For example, the temporal and spatial constraints as the following:

RoomFireState≡ RoomOnFire u hasTime.(“2012-l-8”) u hasLocation.(“168Express
Hotel”).

The concept of the temporal and spatial constraints corresponds to a query on
whether there was the information on an outbreak of fire in a room at 168 Express
Hotel on July 8, 2012. After the temporal and spatial constraint is added, the status
validation RoomFireState(No.116) on the physical object "No.116" is conducted.
When "No.116" is located at the hotel "168 Express Hotel", the time is "2012–7–8",
and the state of RoomFireState (No.116) is true, RoomFireState(No.116) returns
the true value.

It can be seen from the aforementioned analysis that, the query breakdown for
the conceptual assertions is the basis of the whole physical object state verifica-
tion. Therefore, we need to design a query breakdown method for the conceptual
assertions. The basic idea of this query breakdown method is as the following:

For a conceptual assertion C(x), first of all, search for the concept definition
of C in the ontology, if it cannot be found, it will return that system cannot verify
C(x); If the corresponding concept definition is found, the system will breakdown the
concept definition according to the nested form of the concept into a tree structure
(as shown in Fig. 1), and try to gradually match with the multi-source collaborative
data feature constraints from the leaf nodes, to explore whether there is instance
object in the multi-source collaborative data network information database that can



CHAOTIC TIME SERIES PREDICTION 331

satisfy the semantics of the node.
Then, the sibling nodes of the breakdown tree are merged to generate a new con-

cept node, and the new concept node is matched with the multi-source collaborative
data feature constraint and so on until the root node of the tree is matched. If the
root node of the tree is matched, and there is object in the multi-source collabora-
tive data network that belongs to the concept of the root node, the object is further
filtered by the temporal and spatial constraint.

Finally, if there is an instance of the concept corresponding to the root node that
satisfies the temporal and spatial constraints, query breakdown can be implemented
on the system returns.

In order to improve the breakdown efficiency of the conceptual assertions, we
define certain specification on the form of concept definition. The specification states
that: The root node of the breakdown tree corresponding to the concept definition
must contain a child node with the form of ∃ hasSensingDevice.(), and the child
node has intersection relations with other sub nodes. That is, the concept definition
must be the intersection of the concept and the sets with certain multi-source sensors.

Furthermore, through the analysis on the sub-tree with ∃ hasSensingDevice.()
as the root node, it is possible to obtain the corresponding multi-source sensor set
which can verify the state of the object, and then through the temporal and spatial
constraint relationship, the corresponding perceptual query set can be determined.

Fig. 1. Concept hierarchical tree example

3. Experimental analysis

In order to validate the proposed semantic prediction support technical scheme
of the multi-source collaborative data network based on the fusion of the chaotic
time series proposed in this paper, we analyze the availability and advancement
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of this design by the application of an implemented insurance accident handling
command support time series prediction system as an example. The implemented
overall framework of the system is shown in Fig. 2.

Fig. 2. Frame diagram of time series prediction system for command support in
insurance accident handling

In this system, we define the multi-source collaborative data network sensor node
can be connected through the 6LowPAN and other protocols to the gateway. The
gateway registers the service information of the multi-source sensor node with which
it is connected to the IOT service resource management server. This process can
be achieved through manual construction or automatic discovery and other meth-
ods. Due to the lack of the corresponding physical multi-source sensor support, we
adopt Google Map and Microsoft Sensor Map and other virtual multi-source sensor
services for the case verification. At the same time, the program takes the smart
phone as a special type of human-computer interaction multi-source sensor, and the
smart phone can obtain user information and status through 3G, voice, text mes-
sages and other methods, and can also give commands to the designated executor.
In respect of the physical multi-source collaborative data, we have defined the re-
source management server to generate its semantic meta-information about the IOT
registration service. There are multiple IOT service resource management servers
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in the system; therefore, the service resources and its corresponding semantic meta-
information are distributed. Distributed semantic meta-information stored in each
resource management server has formed the multi-source collaborative data feature
constraints. The service agent system composed of the chaotic time can achieve
the multi-source collaborative data network resource discovery and service agent,
etc. through the distributed semantic reasoning. In this system, all the breakdown,
matching, resource positioning on the query is completed by the service agent sys-
tem. And the chaotic time emergency accident handling system is above the service
agent system, which obtains the IOT real-time information through the service proxy
system, and implements the corresponding prediction task feature constraints and
execution for the insurance accident emergency accidents.

For the specific traffic accidents, the system has formed the specific implemen-
tation scheme through the prediction task feature constraints as shown in Figure 3.
By the query breakdown of the fusion based multi-source collaborative data feature
constraints, the variety of information requirements in the prediction task is finally
transferred into a series of sensor information query and management information
query. According to the finally obtained prediction task query system and the un-
derlying multi-source collaborative data, information is acquired and returned to the
user for the predictive support.

The implementation process of the insurance accident handling command support
time series prediction system is shown in Figure 8, and its basic process is as the
following:

When a traffic accident occurs, the system makes the accident notification, chaotic
time series breaks down the prediction task, first conducts inspection on the policy,
and sends the detailed information of the accepted policy to the forecaster.

Call out all underwriting vehicles information in the vicinity where the accident
occurs. The system will automatically generate the location where the accident oc-
curs on the map on the basis of the accident report, and at the same time, according
to the vehicle status, mark the current location of the underwritten vehicle and its
free status on the map, and automatically prioritize all the underwriting vehicles
executing the prediction task for the forecaster to select the underwriting vehicle to
perform the prediction task;

According to the selected underwriting vehicles, the multi-agent system provides
the current road condition and multiple routes planning through the GoogleMap
road condition. The forecaster selects the route of the prediction task execution
according to the road condition.

When the route selection is successful, the system automatically generates the
prediction task execution information, and sends text messages to the staff on board
the vehicle through the system, to inform them the execution of the prediction task;

The chaotic time series obtains the information of the underwriting vehicle that
executes the prediction task through the underlying multi-source collaborative data
in real time to perform real-time surveillance on the underwriting vehicle. If the
underwriting vehicle deviates from its prediction task execution route, the abnormal
alarm feedback is provided to the forecaster, to help the forecaster track the latest
state in real time and ensure that the prediction task is completed in a reasonable,
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fast and error-free manner, so as to avoid insurance fraud and other commercial
crime incidents.

In the system implementation effect, we compare the efficiency of the accident
treatment method of this system with the traditional accident telephone treatment
method, including two aspects: the customer service of the insurance company head-
quarter reports the accident handling and the scheduling of the underwriting vehicle
to the customer by phone. In the data analysis, we have intercepted the holiday peak
travel period, that is, the period of time when the traffic accidents and congestion
are most prone to occur, and the insurance company makes analysis on the ordinary
accident handling records.

Table 1 shows the comparison data of the customer service handling time after
the customer accident claim, as can be seen from the statistical results that: the
support time series prediction system based on the fusion of the chaotic time can in-
telligently call out the customer insurance records, underwriting vehicle information
and other materials quickly, to help customer service greatly shorten the accident
service handling and service waiting time, and largely enhance the user experience
effect.

Table 1. Test results of insulated resistance value (kΩ)

Average cus-
tomer service
handling time
per small acci-
dent (minutes)

Average cus-
tomer service
quantity per
hours (num-
ber)

Average cus-
tomer waiting
time ( minutes)

Average wait-
ing queue
(persons)

Traditional
telephone acci-
dent treatment
method

15 5 10 4

Time series
prediction
system for
command
support in
insurance acci-
dent handling

5 10 Almost do not
wait

0

On the other hand, in Table 2 we have provided the statistical comparison of
the efficiency of the underwriting vehicles on the handling of the ordinary accident.
It can be seen from the statistical results that: the system can provide intelligent
prompts to the fastest way to arrive at the scene in the terminal of the underwriting
vehicle driver through the multi-source sensor analysis on the traffic state, which
has greatly reduced the time for the underwriting vehicle to reach the scene of the
accident, lowered the consumption of fuel caused by the traffic congestion in the road,
and enhanced the utilization efficiency of the underwriting vehicle. For example, the
accident handling efficiency of the underwriting vehicle is increased by 28.8%, while
at the same time, the vehicle fuel consumption is reduced by 15.7%.
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Table 2. Efficiency comparison of the selection of underwriting vehicles on the accident handling
route

Average time of ar-
rival of an accident
(minute)

Efficiency enhance-
ment

Reduction in
monthly fuel
consumption of un-
derwriting vehicle

Driving based on
the experience of
driver

45 - -

Driving based
on the recom-
mended route by
the chaotic time
prediction support
system

32 28.8% 15.7%

4. Conclusion

The dynamic information service support of multi-source collaborative data net-
work is the basis of the realization of the complex prediction task automation of
the chaotic time series based on the fusion of the multi-source collaborative feature
constraints. In this paper, the multi-source collaborative data feature constraint
model of the multi-source collaborative data network is studied, and the breakdown
method for the abstract complex prediction task based on the multi-source collab-
orative data feature constraints fusion and multi-source data collaborative feature
constraints. Furthermore, the breakdown of the abstract environment state queries
for the sub-prediction tasks is realized by the application of the multi-source data
collaborative feature constraints and ontology knowledge base in this paper, and
finally the information queries can be obtained directly from the multi-source sen-
sors in the multi-source collaborative data network. Through the breakdown of
the abstract prediction task twice, the system model proposed in this paper has
successfully identified the corresponding multi-source sensor in the multi-source col-
laborative data network to provide the necessary sequence prediction for the chaotic
time series.
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Practical online learning model based
on big data balance1

Qu Jie2

Abstract. In view of the problem that the number of parameters is huge in Markov online
learning, the convergence rate is slow and the online learning can’t be implemented, a practical
Markov online learning method based on the big data balance was proposed. Firstly, the learning
parameters were represented in a practical manner to reduce the number of the learning parameters;
and then, according to the a priori knowledge and observation data, the Markov method was used
to learn and optimize the exploration and utilization of the balance relationship between the two;
finally, Markov online learning method based on the big data balance was used to realize the
rapid convergence of the learning process, so as to achieve the purpose of the online learning.
The simulation results show that the algorithm can meet the requirements of real-time system
performance.

Key words. Markov decision process, Markov online learning, big data balance.

1. Introduction

In the real dynamic system, the state transition function is usually unknown
and dynamic. If the steady state model is used to describe the dynamic system, it
will cause the distortion of the dynamic system modeling, so that the obtaining of
the real approximation optimal value function and the optimal strategy cannot be
guaranteed in theory. In view of this problem, it is necessary for the agent to learn
in the interaction with the dynamic uncertain environment. Online learning is an
effective optimal control learning method, which can be used under the conditions
of complex model or uncertainty, etc. to realize the system multi stage optimization
of the learning control based on the drive of the data [1–2].

The classical enhanced learning algorithms can be divided into two categories
1This work was support by the 13th Five-Year Research Project “Study on Cultivating Normal

Students: Ability of the Information Technology Application Under the Background of Internet Plus
Era”, Supported by Education Science in Shaanxi Province (No. SGH16H169). The Key research
Subject "Research on University Students’ MOOC Study Status and Related Factors" Supported
by Baoji University of Art and Sciences (No.ZK16073).

2College of Education of Baoji University of Art and Sciences, Baoji, Shaanxi, 721016, China
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according to whether it is based on the big data, namely, the algorithms based on
the big data balance and the algorithms based on the model-free data: the algorithms
based on the big data balance and the ones based on the model-free. The algorithms
based on the big data balance include TD learning, Q learning, SARSA [3] and other
algorithms. The algorithms based on the model-free include DYNA-Q, priority sweep
and other algorithms. The above classical enhanced learning algorithms have proved
the convergence of the algorithms in theory. In the practical application areas, the
number of learning parameters is huge. This is a typical NP difficult problem, which
makes it hard to optimize the exploration and utilization of the balance of the two
[4—5].

Markov Online Learning (referred to as MOL for short) conducts the modeling for
the unknown model parameters by using the model priori knowledge, then makes
the update to the posterior distribution of the unknown model parameters based
on the observed data, and finally, conducts the planning according to the posterior
distribution, thus obtaining the maximized expected reward value. Essentially, MOL
transforms the learning problem into the planning problem. Since MOL can conduct
the modeling for the unknown parameters and unknown models by using the priori
distribution of the states, it has provided a perfect solution to optimize the balance of
the optimized exploration and utilization, at the same time, it has gained extensive
attention from the scholars at home and broad, and has become the hot spot in the
research of the online learning field at present [6—7]. But there are two difficult
problems existing in MOL: Firstly, the number of learning parameters is huge, and
the scale increases exponentially [8]; secondly, the solution of the planning problem in
the space of all the posterior belief states will encounter the “Curse of dimensionality”
[9]. The above two difficult problems lead to the result that the existing MOL
algorithms can only solve small scale problems, but cannot realize the online learning
for large scale problems.

In this paper, a practical Markov online learning method based on the big data
balance was put forward to solve the above problems, and the practical representa-
tion method was used to reduce the scale of the learning parameters; in the condition
that the DBNs (Dynamic Markov Networks) structure (independent relationship
between the variables) was unknown, Markov method was adopted to learn the
unknown structure and parameter; finally, the Pointed-Based MOL (referred to as
PBMOL for short) based on the big data balance was used to make the action choice
in the posterior belief space, thus realizing the online planning and learning. The ex-
perimental and simulation results show that the proposed algorithm can effectively
reduce the number of parameters and realize the online learning on the dynamic
system.

2. Markov online learning modeling

The Markov Decision Processes (referred to as MDPs for short) can be described
by a quaternion < S,A, T,R >. The state set S = {s1, s2, · · · , sn} contains all the
possible states of the agent; the action set A = {a1, a2, · · · , an} contains all the
possible actions of the agent; state transition function; the state transition function
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T
(
s, a, s

′
)

= P
(
s
′ |s, a

)
, taking the probability of the transfer from the action a to

the state s
′
when the agent is in the states; the reward function R

(
s, a, s

′
)
, taking

the reward value obtained from the transfer of the action a to the state s
′
in the

state s.
In the online learning, the state transition function T

(
s, a, s

′
)
is unknown learn-

ing parameter θs,a,s
′

. According to the literature [10], the Markov online learn-
ing based on the big data balance is defined as the Partially Observable Markov
Decision Processes (referred to as POMDPs for short), which is described using
the sextet-set < SP, AP, ZP, TP, OP, RP >. Here, SP stands for the cross product
of the discrete state S and the continuous unknown parameter θs,a,s

′

; the action
set AP is the same as the action set A; ZP = S. The state transition function
TP

(
s, θ, a, s

′
, θ
′
)

= P
(
s
′
, θ
′ |s, θ, a

)
can be decomposed into the product of the two

conditional distributions as the following:

TP

(
s, θ, a, s

′
, θ
′
)

= P
(
s
′
, θ
′ |s, θ, a

)
= P

(
s
′
∣∣∣s, θ, a, θ′ )P (θ′ |s, θ, a)

= θsas
′

δθθ
′

.

(1)

Here, δθθ
′

is the Kronaike function, which meets the following

δθθ
′

=

{
1, θ

′
= θ

0, otherwise

}
. (2)

The observation function OP

(
s
′
, θ
′
, a, z

)
= P

(
z
∣∣∣s′ , θ′ , a) stands for the prob-

ability that when the agent executes the action a and the state and parameters are
transferred to s

′
and θ

′
, the observation is z. Since the reward function does not

depend on θ or θ
′
, the reward function RP

(
s, θ, a, s

′
, θ
′
)

= R
(
s, a, s

′
)
is the same

as the reward function of MDPs.
According to the definition of Markov online learning, the MDPs problem is

transformed into the POMDPs problem. In POMDPs, as the state is unknown,
the probability distribution b (s) of the state S is introduced, which is known as the
belief. Through the introduction of the concept of belief, θ learning can be performed
by using the belief monitoring method [11]. Making use of the Markov update rule,
the belief is updated as the following:

bs,a,s
′

(θ) = ηb (θ)P
(
s
′
|θ, s, a

)
= ηb (θ) θs,a,s

′

, (3)

where η is the normalization factor.
The belief monitoring method is effective only when the priori and posterior dis-

tribution of beliefs are in the same distribution family, and Markov online learning
adopts the Dirichlet distribution to represent the priori and posterior belief. As-
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suming that the priori belief is b (θ) =
∏
s,aD (θsa;nsa), nsa is the vector of the

super-parameter ns,a,s
′

, then its posterior distribution is given as

bs,a,s
′

(θ) = ηθsas
′ ∏

s,aD
(
θsa, nsas

′)
=
∏
s,aD

(
θsa, nsa + δs̃,ã,s̃,

(
s, a, s

′
))

.
(4)

Here, δ is still the Kronaike function, when s = s̃,a = ã and s = s̃, it is 1, and in
other conditions, it is 0.

The goal of the online learning is to find the optimal strategy to optimize the
balance exploration and utilization so as to obtain the maximum long-term reward
value according to the posterior state of the current model under the condition that
the state transition function is unknown. In the POMDPs, the strategy π is the
mapping from the belief b to a, that is, π (b) → a. The optimal strategy π∗ is the
strategy corresponding to the optimal value function V ∗.

3. Practical Markov online learning based on the big data
balance

In order to ensure that a good model is still available in the case of uncertainty, it
is necessary to collect large amount of data during the learning process, which results
in the exponential explosive growth of the learning parameters, thereby causing the
failure of MOL to achieve rapid convergence. The practical representation method
is an effective method to solve the “Curse of dimensionality” problem of the learn-
ing parameters [12]. In the practical representation methods, if the independent
relationship between the variables in the DBNs is known, the size of the learning
parameters can be easily compressed. However, in the practical application field,
the structure of the DBNs is unknown. Therefore, the structure and parameters of
the DBNs need to be learned at the same time.

3.1. Practical learning representation

In most real-world models, through the analysis of the internal structure of the
state variables that, it can be found that the state variables can be represented by
a set of random variable sets, which are called practical properties. This internal
characteristic is known as the practical characteristic. The practical state is rep-
resented by a random finite variable set X = {X1, X2, · · · , Xn}, in which each Xi

stands for a characteristic of the state variable, Xi stands for the value set of each
variable in the set X. One state can be represented as s = {X1 = x1, · · · , Xn = xn},
where xi ∈ Xi, which can also be represented by s = {xi}ni=1 for short. The state
variable space is |S| =

∏n
i=1 |Xi|. After making the state variables practical, all the

state transition function, the observation function, and the reward function can be
represented using DBNs in compression [12].

Quantity G (a) is defined as a two-layer directed acyclic graph, in which, a ∈ A,
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the node isX =
{
X1, · · · , Xn, X

′

1, · · · , X
′

n

}
. Symbol θG(a) is defined as a conditional

probability table, then the state transition function T can be expressed by the G (a)
and θG(a). Quantity Xi is defined as the ith characteristic variable under the current
state, X

′

i is defined as the ith characteristic variable in the next moment. Finally
X
G(a)
≺i stands for the value taken for the parent node when characteristic variable

X
′

i = xi. Then the state transition function is calculated as follows

T
(
s, a, s

′
)

= T
(
X, a,X

′
)

=

n∏
i=1

P
(
X
′

i

∣∣∣XG(a)
≺i

)
, (5)

where T
(
s, a, s

′
)
is the state transition function at the time when the decomposition

representation is not performed, and T
(
X, a,X

′
)
is the state transition function at

the time of the practical representation.
In the FMDPs (Factored MDPs), since the state transition function, the obser-

vation function and the reward function can all be expressed by the conditional
probability table of the DBNs, the above unknown models can be learned at the
same time by repeating the calculation of the belief.

3.2. Belief posterior update

The practical Markov online learning can obtain the observation data, learning of
unknown parameters and unknown structures through the interaction of the agents
with the environment, so as to establish the state transition model and the reward
model. In a deterministic environment, the initial belief b(s) is given, and ba,z′

(
s
′
)

of its belief is calculated as

ba,z′
(
s
′
)

= ηδ
([
s
′
]
Z′

= z
′
)∑

s

b (s)P
(
s
′
|s, a

)
, (6)

where, η is the normalized constant;
[
s
′
]
Z′

is the subset of the state variable values

corresponding to the observed set of variablesZ
′
; δ is the Kronecker function, which

returns the value 1 when
[
s
′
]
Z′

= z
′
is true and returns value 0 when it is false.

Since the model and the structure are unknown, according to the knowledge of the
previous section, it can be known that the update process of the belief state is as
the following:

b
(
X
′
, θG(a)

)
= ηδ

∑
X

P
(
X
′ ∣∣X, a, θG(a)

)
b
(
X, θG(a)

)
, (7)

Here, X and X
′
are the practical representation of the variable characteristics, a

is the action, Z is the observation data set, z is the subset in Z, θG(a) is the unknown
parameter, and δ is the Kronecker function.
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However, since the belief state update requires the historical information, it is
necessary to traverse all the historical observations and actions, resulting in the
failure of convergence of Equation (7). According to literature [9], the belief state
update is close-looped on the Dirichlet mixture product. Therefore, Dirichlet mix-
ture product can be used to represent the state of the belief. And the representation
form of the Dirichlet mixture product of the belief priori probability is as

b
(
X, θG(a)

)
=
∑
i

ci,X
∏

Di,X

(
θ
XG
≺i

G(a)

)
, (8)

where ci,X is the Dirichlet coefficient,D is the Dirichlet distribution function, θX
G
≺i

G(a) =

P
(
X
′ | parents

(
X
′
))

. Hence, the posterior belief after the update of the state of
the belief is

ba,z′
(
X, θG(a)

)
=
∑
j

cj,X′
∏

Dj,X′

(
θ
XG
≺i

G(a)

)
. (9)

3.3. Value function parameterization

According to the above knowledge, it can be known that the Markov online
learning in the FMDPs field can be modeled by DBNs with the model variable θG(a).
If the unknown model variable θG(a) is used as the hidden variable of FMDPs, the
FMDPs with unknown parameters can be transformed into the FPOMDPs (Factored
POMDPs, POMDPs). According to the above conclusions, the existing FPOMDPs
planning algorithms can be used to solve the MOL problem.

Porta and others put forward a BEETLE algorithm for iterative online learning
for big data balance [9], which is only applicable to the MDPs field. On this basis,
Porta et al. [10] proposed an improved BEETLE to process the continuous BEE-
TLE algorithm and its improved algorithms take full advantage of the fact that the
optimal value functions are parametric forms of the interface on the function set α−,
and the function α− is a multivariate polynomial. However, they are on the basis of
MDPs or POMDPs, and cannot be generalized to the field of FPOMDPs [4]. This
section draws on BEETLE’s ideas, and extends the value function parameters to the
FPOMDPs field.

The optimal value function of the discrete POMDPs has the characteristic of
the piecewise linear convexity, that is, the optimal value function can be expressed
by the upper interface of the linear segment set Γ (known as the vector α−). The
formula description is as the following:

V ∗ (b) = max α (b) . (10)

Each α is the linear combination of the probability value of each characteristic
variable, that is α (b) =

∑
X cXb (s). For a discrete state space, the number of

states is bounded, and α can be expressed as the Dirichlet coefficient vector, that is
α (X) = cX . For the continuous state POMDPs, the optimal value function is the
upper envelope of the linear function (function α−) set, and the equation description
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is
α (b) =

∫
X

cXb (X) dX . (11)

In the practical online learning, assuming that the optimal value function at time
k is V k (b), the set of function α− isΓk, then the following can be obtained

V k (b) = max
α∈Ik

α (b) . (12)

According to Bellman’s update equation, the optimal value function at the time
k + 1 is V k+1 (b), the set of function α− is Γk+1. Due to the introduction of the
function α−, the Bellman update equation can be rewritten as

V k+1 (b) = max
α∈A

∑
X

b (X)R
(
X, a, θG(a)

)
+

+ γ
∑
z′

P
(
z
′ ∣∣b, a, θG(a)

)
max
α∈Γk

α
(
ba,z′

)
, (13)

According to the proof in literature [7], the function α− is the linear combination
of the Dirichlet product. In each Bellman backup, the number of Dirichlet products
in the linear combination is equal to the size of the state space. Therefore, the linear
combination size of the function will increase with the decision time exponentially
in the scale.

4. Experimental results

For the Chain problem, the BEETLE algorithm in literature [9] and the MC-
MOL algorithm in literature [6] put forward in recent years can represent the level
of the current Markov online learning algorithm. In view of the Mountain climbing
problem, comparison with the EFSL algorithm in literature [8] is conducted.

4.1. Experimental results

In the Chain problem, there are two actions {a, b}, five states {1, 2, 3, 4, 5}, and
the transfer probability of the action P = 0.2. Once the state 5 is achieved , the
reward value is 10. Chain has Chain_Tied, Chain_Semi, Chain_Full and other
three versions. Chain_Full refers that both the state transition function T

(
s, a, s

′
)

and state transition structure G are unknown. Chain_Semi refers that the state
transition structure is known, the state transition function is unknown and there
is a dependency between actions. Chain_Tied refers that the dynamic system is
known, the action transition probability is unknown, and the action and state are
independent. Therefore, the Chain problem has a variety of uncertainties, which is
the ideal platform for the evaluation of the online learning algorithm.

In this paper, the three versions of the Chain problem were tested in 500 exper-
iments, and each experiment executed 1000 steps (the number of iterations); then
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for the reward value, the experimental results of the average and standard deviation
was taken. The greater the value of reward, the more superior the algorithm shall
be. Table 1 shows the comparison of the reward values of different algorithms, in
which, n. Symbol v stands for not available, Optimal stands for the optimal value
under the ideal condition; BEETLE is the value iterative algorithm based on the big
data balance. The algorithm uses DDNs (Dynamic Decision Networks) to decom-
pose the state. MC-MOL is the Markov online learning algorithm based on Monte
Carlo, Q-Learning is a kind of ε− greedy strategy, and the value of ε ranges from 0
to 0.5, PB-MOL is the algorithm proposed in this paper. The experimental data is
the sampling results of K = 1000.

Table 1. Comparison of the reward values for different algorithms

Problem BEETLE MC-MOL Q-Learning PB-MOL

Chain_Tied 3650 ± 41 3618 ± 29 1616 ± 24 3659 ± 20

Chain_Semi 3648 ± 41 n.v. 1616 ± 24 3661 ± 21

Chain_Full 1754 ± 42 1646 ± 32 1616 ± 24 2565 ± 23

As can be known from the experimental data in Table 1, the average value of
PB-MOL and BEETLE and MC-MOL is not the same in the Chain_Tied and
Chain_Semi problems with less uncertain factors, but the PB-MOL algorithm is
closer to the true optimal value In the large-scale Chain_Full problem, the state
transition function and state transition structure are unknown, the uncertain fac-
tors are more, PB-MOL average reward value is 2565, which is significantly higher
than BEETLE and MC-MOL algorithm. Therefore, BEETLE has more Good per-
formance. As the use of Monte Carlo sampling method can effectively reduce the
scale of the problem, the exploration and use can be balanced better. As Q-Learning
is a free online learning method of this model, it is related to state transition function
and other models are independent, so its reward value in the three versions of Chain
remains unchanged. BEETLE, MC-MOL and PB-MOL are three different types of
Markov online learning methods. As can be seen from Table 1, Kofu online learning
method makes full use of the priori knowledge, which can effectively enhance the
learning effect and improve the reward value.

Figure 1 shows the situation of the change of the accumulated reward value of
four algorithms BEETLE, MC-MOL, Q-Learning and PB-MOL with the number
of iterations. The experiment is the iterative result of the first 1000 steps. As an
be known from Figure 1, the accumulated reward value of the PB-MOL proposed
in this paper is maximum, while the accumulated reward value of the Q-Learning
algorithm is minimum. The results of the BEETLE algorithm and MC-MOL al-
gorithm are close to those of the PB-MOL algorithm. As can be known from the
comparative experiment of the accumulated reward value, Markov online learning
has more superior performance than the Q learning. In the iteration of the first 1000
steps, the learning rate of the algorithm is constant.

Table 2. Comparison of algorithm calculation time (in ms)
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Fig. 1. Comparison of accumulated reward values

Problem BEETLE MC-MOL PB-MOL
Offline Online Offline Online Offline Online

Chain_Tied 400 1500 1.8e+6 32 400 18

Chain_Semi 1300 1300 n.v. n.v. 1300 22

Chain_Full 14800 18000 n.v. n.v. 14800 37

Table 2 shows the comparison of the calculation time for different Markov online
learning algorithms, where n.v. stands for not available. From the data in the table,
it can be seen that it is PB-MOL, where n.v. stands for not available. The data in
the table shows that PB-MOL and MC-MOL on-line computations are less time con-
suming, which have higher real-time. However, from the value of the reward shown
in Table 1, MC-MOL shows relatively big error in the large scale problem solving.
PB-MOL off-line calculation method and BEETLE are the same, and there is the
time-consuming problem. The offline pre-calculation will not affect the online real-
time performance of the algorithm; at the same time, offline training can help obtain
better priori knowledge, so as to get as large accumulated reward value as possible,
which has properly solved the difficult problem of exploration and utilization in the
online learning.

4.2. Simulation experiment of car climbing problem

In the literature on the related online learning, the car climbing learning control
is usually used as a typical continuous state space online learning problem to verify
the learning efficiency and generalization performance of the algorithm. The goal
of the car is to climb to the top of the mountain. Before climbing the top of the
mountain will not get positive feedback, hence the car has no knowledge on the
environment that it is in.

Due to the lack of power, the car cannot climb directly to the top of the mountain.
Therefore, it must first climb to the left to get sufficient kinetic energy, so as to reach
the top of the mountain. The car’s kinetic equation is as the following:
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{
xt+1 = xt + vt+1,
vt+1 = vt + 0.001at − 0.0025 cos (3xt) ,

(14)

where x stands for the location of the car, x ∈ [−1.2, 0.5], v stands for the speed of the
car, v ∈ [−0.07, 0.07], at stands for the space of the action and A (s) ∈ {−1, 0, 1}.
When xt = −1.2, the speed of the car is 0; when x = 0.5, the goal of the car is
achieved. And the beginning point of the car is x = −0.5, v = 0.0.

Fig. 2. Car climbing problem learning curve

The main evaluation index of the car climbing learning system is the number of
steps of the car from the starting point position to the target position and the number
of episodes required to achieve the steady state. The less the number of studies,
the less the algorithm. In order to test the effectiveness of the proposed PBMOL
learning algorithm, the algorithm is combined with EFSL (Enhanced Fuzzy Sarsa
Learning). In this paper, the EFSL (Enhanced Fuzzy Sarsa Learning) and algorithm
were compared to test the effectiveness of the PB-MOL learning algorithm proposed
in this paper, and the experimental results were obtained, as shown in Fig. 2. In
this experiment, the maximum number of steps was the 1000, the learning rate was
0.1, the discount factor was 0.9, the maximum and minimum of the temperature
parameter were 0.1 and 0.001, respectively; and the sampling period was 0.02s. As
can be seen from Fig. 2, the PB-MOL algorithm achieved the goal of climbing the
car in 15 to 20 time steps after about 8 times of learning, while the EFSL needed
about 100 time steps after about 10 times of learning, thus achieving the goal of the
car climbing the mountain. If the EFSL needed to achieve the goal of the car within
20 time steps, it needed to learn at least 75 times. The experimental results show
that, PB-MOL has better convergence and real-timeness than EFSL.

5. Conclusion

In view of the “curse of dimensionality” problem of the learning parameters in the
Markov online learning based on the big data balance, the practical method was used
to reduce the dimension of the unknown learning parameters in this paper. For the
dynamic system of the model under the uncertain environment, the simultaneous
learning of DBNs structure and the unknown parameters were used to effectively
realize the real modeling of the dynamic system in the uncertain environment and
solve the problem of the difficulty in the application modeling. The PRACTICAL
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ONLINE LEARNING MODEL of the 11 unknown parameters were regarded as the
hidden variables of MDPs, and the MDPs learning problem was transformed into the
planning problem of POMDPs. All the existing POMDPs planning methods were
applied to the MDPs learning through the transformation from MDPs to POMDPs,
so as to solve the difficult problem of the online learning generalization. Finally,
an online value iterative algorithm based on the big data balance was proposed to
realize the online planning and learning.
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Analysis algorithm for internet of
things big data based on

multi-granularity functional

Sun Jing2

Abstract. The Internet of things big data is a kind of important object of data mining.
In Internet of things big data analysis process, if the time difference of the data is not consid-
ered, the misjudgment of the correlation will occur. First of all, from the perspective of the time
warping, the reason and characteristics of two types of correlation errors were analyzed; Then,
according to the asymptotic distribution of correlation coefficients, the boundary of correlation
coefficients in a certain degree of significance level was obtained. The correlation method based on
time shift sequence correlation coefficient characteristic was obtained by integrating both of them;
finally, the multi-granularity functional model based on the maximum correlation coefficient was
put forward, which has a wider application scope than AISE principle. The model is based on
Multi-granularity maximize functional (MGMF) algorithm for solving the time warping function.
The numerical experiment results in constructing data and real data show that, in the spurious
regression identification, the correlation method is more effective than 3 kinds of conventional cor-
relation coefficients and Granger causality test; in most cases the proposed MGMF algorithm is
better than continuous monotone registration method (CMRM), self-modeling registration (SMR)
and maximum likelihood registration (MLR).

Key words. Spurious regression, time warping; correlation, curve registration, Internet of
things big data.

1. Introduction

The Internet of things big data is one of the most common data type of in
data mining, which has been applied in many fields, such as the monthly runoff
of certain ricer, the average monthly temperature and precipitation of local area,
China’s consumer price index (CPI) and gross domestic product (GDP), the seismic
sequences of a number of observation points when the earthquake happened and so

1This work was support by the Xi’an Innovation Special Fund of science and technology project,
CXY1352WL13.

2School of Mechanical and Materials Engineering, Xi’an University, Xi’an, Shaanxi, 710065,
China
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on. The analysis of these Internet of things big data can get some useful conclusions.
For example: through the study of river history flow, temperature and precipitation
characteristics, the level of flood forecast can be effectively improved; the utilization
of CPI and GDP can analyze the extent of inflation and economic development
momentum in countries or regions; according to the seismic wave sequences, the
source and magnitude of earthquake can be accurately located [1]. Certain non-
Internet of things big data can also be transformed by Internet of things big data
for analysis, for example: the distance from the edge to the centroid of leaf can be
used to describe its characteristics, and a series of data from different angles can be
obtained, and then the type of leaf can be identified [2].

In the Internet of things big data analysis process, if the time difference of the
data was not considered, it is easy to be affected by intuition or prejudice, and
introduce erroneous judgement of the correlation; but the time difference does not
consider the correlation sequence is of no significance. That is to say, determining
the sequence correlation needs to consider the time difference. It is necessary to
consider the time difference and correlation data, so the correlation and the time
sequence among data are restricted with each other. At present, the correlation
analysis of Internet of things big data is faced with some problems, such as the
data relation is complex, data contains noise, missing data or abnormal data [3].
Homogeneous data (data with the same source or attribute, such as the seismic
wave data with same earthquake obtained from multi areas) have natural similarity,
which do not need to determine the correlation and does not exist correlation and
time difference constraint problem. It is generally used for classification or clustering.
While for the heterogeneous data (data with the different sources or attributes, such
as precipitation and river runoff, CPI and GDP), it is necessary to determine their
relevance. If there does exist relevance, regression analysis can be carried out, etc.
Therefore, the main object of the Internet of things big data analysis is heterogeneous
data.

The main reason of correlation error happened is the two groups of Internet of
things big data have time warping. The coordination of both can be realized as long
as time conversion is conducted. In reality, it is generally nonlinear time warping
or dynamic time warping (DTW) [4, 5]. This requires the help of functional data
analysis (FDA) method to transfer the Internet of things big data into function data
for time correction, which is usually called curve registration or curve alignment.
The main reason of correlation error happened is the two groups of Internet of
things big data have time warping. The coordination of both can be realized as long
as time conversion is conducted. In reality, it is generally nonlinear time warping
or dynamic time warping (DTW) [4, 5]. This requires the help of functional data
analysis (FDA) method to transfer the Internet of things big data into function data
for time correction, which is usually called curve registration or curve alignment
[6]. Kneip and Gasser regarded the extremum as landmark registration. But it is
not suitable for the curves with inconspicuous feature points, and the selection of
the feature points has great influence on the results. A more general method is:
to determine an objective function or a curve, and to align the local features of
other curves or minimize some metrics (such as the mean square distance between
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each curve and the target curve) [7, 8]. Ramsay et al. proposed the continuous
monotone registration method (CMRM), to ensure the continuity and consistency
of the time warping function [9]. Wang and Gasser put forward a curve registration
method based on dynamic time warping model [10, 11]. Kneip et al. used the local
nonlinear regulating method about the time warping function to align adjust curves.

The homogeneous data has natural similarity, which can be curve registration
function directly. To solve the restriction problem of heterogeneous Internet of things
big data correlation and the time difference, the time difference is fixed to judge the
correlation of each time shift sequence. Based on sequence correlation, The time
difference function is then refined by the curve registration function. When the het-
erogeneous data are doing correlation judgment, on the one hand, since the sample
correlation coefficient has deviation with the overall correlation coefficient, so upper
and lower bounds on the overall correlation coefficient are studied; On the other
hand, in order to prevent the emergence of two types of correlation errors, starting
from the main reason of its occurrence, the characteristics of the two kinds of corre-
lation errors are studied and a method to determine the corresponding correlation
judgment method is put forward. The curve registration method suitable for the
heterogeneous data is also applicable to homogeneous data, while the criterion suit-
able for homogeneous data (such as AISE) is not applicable to heterogeneous data
(non-uniform dimension and negative correlation etc.). Therefore, mainly according
to the characteristics of heterogeneous data, this paper proposes curve registration
criterion based on the maximization of correlation coefficient (absolute value), and
uses MGMF algorithm to solve the problem.

2. Correlation analysis method of curve registration

Because we can only get the sample data in solving practical problems, and it will
produce deviation when using samples to estimate the population, this paper uses the
sample correlation coefficient to infer the overall correlation coefficient in a certain
degree of the boundary; At the same time, in order to prevent the occurrence of two
related errors, this paper studies the characteristics of two kinds of shift sequence
correlation coefficients, and then excludes two types of correlation errors. These two
aspects can be determined to obtain two groups of correlation decision method of
the Internet of things big data.

2.1. Correlation decision of correlation sequences with time
warping

In order to determine the correlation of the sequence, it is necessary to infer the
upper and lower bounds of the overall correlation coefficient. The overall correlation
coefficient has upper and lower bounds in a certain degree. It was obtained from
two asymptotic distributions of sample correlation coefficient. And then with the
combination of the first type of correlation error, the correlation decision method of
correlation sequences with time warping was obtained.
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2.1.1. Boundary of the correlation coefficient. Pearson correlation coefficient
is the most common metric form for measuring the sequence correlation. If there
are two groups of corresponding data {(xi, yi) , i = 1, 2, ..., n} (n being the sam-
ple capacity), which are the samples come from binary normal population (x, y) ∼
N
(
µx, µy, σ

2
x, σ

2
y, ρ
)
, then the sample correlation coefficient is

ρ̂ (X,Y ) =

∑n
i=1 (xi − x) (yi − y)√∑n

i=1 (xi − x)
2∑n

i=1 (yi − y)
2

=

=
n
∑n

i=1 xiyi −
∑n

i=1 xi
∑n

i=1 yi√
n
∑n

i=1 x
2
i − (

∑n
i=1 xi)

2 ·
√
n
∑n

i=1 y
2
i − (

∑n
i=1 yi)

2
. (1)

Here, x and y are the sample averages of X and Y , respectively.
The sample correlation coefficient ρ̂ (X,Y ) can be used as unbiased and consistent

estimator of the correlation coefficient ρ of two normal populations (X,Y ). But the
correlation coefficient has an obvious disadvantage that its degree closing to 1 is
related to the number of data group n. It is easy to give an illusion. When n
is small, the fluctuation of correlation coefficient is larger. The absolute value of
some samples‘ correlation coefficient is close to 1, especially when n=2, the absolute
value of the correlation coefficient is 1; When n is larger, the absolute value of the
correlation coefficient is small. The distribution of results of the sample correlation
coefficient, the sample size and the bivariate normal population correlation coefficient
were given by many scholars.

Under the assumption that (X,Y ) is the bivariate normal population and ρ=0,
the distribution is as follows:

T =

√
n− 2ρ̂√
1− ρ̂2

∼ t (n− 2) . (2)

When ρ = ρ0, Fisher proposed a more complex probability density function ofρ̂.
The following asymptotic distribution is obtained after proper transformation:

z =
φ (ρ̂)− φ (ρ)

n→∞

2
√
n− 3

∼ N (0, 1) . (3)

Here, φ (x) = ln 1+x
1−x . When the sample size is large, the correlation coefficient

can be used to estimate the population correlation coefficient.
Then n samples are extracted in the two normal states, and the following asymp-

totic distributions are obtained:

√
n (ρ̂− ρ)

n→∞ ∼ N
(

0,
(
1− ρ2

)2)
, namely

√
n (ρ̂− ρ)

n→∞

(1− ρ2)
∼ N (0, 1) . (4)

In this paper, the population correlation coefficients are estimated based on the
two asymptotic distributions.

Since φ (x) is a monotonically increasing function in Formula (2), then
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• When ρ ≥ ρ̂, then

P
{
ρ ≤ φ−1

[
φ (ρ̂) + 2z1 a

2
·
√
n− 3

]}
= 1− a . (5)

• When ρ ≤ ρ̂, then

P
{
ρ ≥ φ−1

[
φ (ρ̂)− 2z1 a

2
·
√
n− 3

]}
= 1− a . (6)

Herein, φ−1 (x) = ex−1
ex+1 , Za is the ath quantile of standard normal distribution,

namely P (x ≤ Za) and random variable x ∼ N (0, 1).
On the basis of Formula (3), the bounds of the total correlation coefficient are

deduced, namely:

• When ρ ≥ ρ̂, then

P

{
−
√
n−Q

2z1 a
2

≤ ρ ≤ −
√
n+Q

2z1 a
2

}
= 1− a . (7)

• When ρ ≤ ρ̂, then

P

{√
n−R
2z1 a

2

≤ ρ ≤
√
n+R

2z1 a
2

}
= 1− a . (8)

In (7) and (8)
Q =

√
n+ 4

√
nz1 a

2
· ρ̂+ 4z2

1 a
2

and
R =

√
n− 4

√
nz1 a

2
· ρ̂+ 4z2

1 a
2
.

Synthesizing Formulas (4)–(7), when a = 0.05, it has the following approxima-
tion:

• When ρ ≥ ρ̂, then

inf
a=0.05

ρ = max

{
−
√
n−

√
n+ 8

√
n · ρ̂+ 16

4
, ρ̂,−1

}
(9)

and

sup
a=0.05

ρ = min

{
−
√
n−

√
n+ 8

√
n · ρ̂+ 16

4
, φ−1

[
φ (ρ̂) + 4

√
n− 3

]
, 1

}
.

(10)
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• When ρ ≤ ρ̂, then

inf
a=0.05

ρ = max

{√
n−

√
n− 8

√
n · ρ̂+ 16

4
, φ−1

[
φ (ρ̂)− 4

√
n− 3

]
,−1

}
(11)

and

sup
a=0.05

ρ = min

{√
n+

√
n− 8

√
n · ρ̂+ 16

4
, ρ̂, 1

}
. (12)

Figure 1 shows the upper and lower bounds of the total correlation coefficient in
different sample sizes n and sample correlation coefficients. As can be seen from the
graph, the upper and lower bound curves presented in this paper have the following
characteristics:
• The larger the sample size, the more compact the upper and lower bounds.
•When the sample size is the same, the upper and lower bound curves are central

symmetry.
• The greater the absolute value of the correlation coefficient, the more compact

of the upper and lower bounds.
The above characteristics can easily be proved by Formulas (8)–(11).

Fig. 1. Bounds of the total correlation coefficient (significance level α = 0.05

2.1.2. Correlation determination method. In order to describe the characteris-
tics of the sequence, the definition of time-lag series is given.

Assuming there are two sequences (X,Y ) = {(xi, yi) , i = 1, 2, ..., n}, the following
sequence is defined as the time-lag series

(Xt, Yt+m) = {(xi, yi+m) , i = 1, 2, ..., n−m} , 1 ≤ m < n,m ∈ N+ ,

(Xt, Yt−m) = {(xi, yi−m) , i = m+ 1, 2, ..., n} , 1 ≤ m < n,m ∈ N+ .
(13)

For the first type of regression error, that is, there is no correlation between the
related sequences, and just considering the initial sequence, then the inevitable cor-
relation is small; if considering the correlation of time-lag series, then there does ex-
ist m0 (1 ≤ |m0| � n, |m0| ∈ N+), making the correlation coefficient of (Xt, Yt+m0)
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larger.
Then the correlation decision of correlation sequences with time warping is ob-

tained: if the correlation coefficient of time-lag series changes with m, and reached
the maximum at m0, namely ρ = ρ̂ (m) in the curve shows obvious convex phe-
nomenon, then the range of correlation coefficient can be estimated according to
Formulas (8)–(11). If |ρ (m0)| > ρ0 (that is more than a given threshold such as
0.6), then the time-lag series (Xt, Yt+m0

) has correlation and the curve registration
and regression analysis can be carried out.

2.2. A curve registration model based on functional corre-
lation coefficient

The correlation coefficient of time-lag series can determine whether the sequences
are correlated or not. If there is correlation in the two sequences, but with time
deviation, it needs to align them with curve registration method to eliminate the
differences in phase (time axis). For heterogeneous data, when using the AISE
criterion, the results will change with the change of dimension. Therefore, we need
to put forward a dimensionless criterion to align the heterogeneous data curves.

The Pearson correlation coefficient is a dimensionless measure describing two
sequences correlation and similarity, but applies only to describe the correlation of
discrete data. The correlation of continuous function can be represented by the
inner product. At the same time, in order to make the inner value standardized, the
norm of the two functions is divided. The curve registration criterion composed by
heterogeneous data can be constructed through the functional correlation coefficient

max
h(t)
|ρ (x∗1, x2)| = max

h(t)

∣∣∣∣∣∣
∫
T
x∗1 (s)x2 (s) ds√∫

T
[x∗1 (s)]

2
ds ·

√∫
T

[x∗2 (s)]
2

ds

∣∣∣∣∣∣ . (14)

Here, x∗1 (t) = x1 [h (t)] means the aligned function. In view of the complexity
of the continuous function and the high dimensional feature of the optimization
criterion, the corresponding discretization is given in this paper.

Assume the sample sequence of two functional datax1 (t) and x2 (t) at the sam-
pling time points T = (t1, t2, ..., tn) are x1 (T ) = [x1 (t1) , x1 (t2) , ..., x1 (tn)] and
x2 (T ) = [x2 (t1) , x2 (t2) , ..., x2 (tn)], and now for function x1 (t) it is necessary to
do curve registration as function x2 (t). Order ∆ = (δ1, δ2, ..., δn) to be the off-
set of x1 (t) relative to x2 (t) at the time point T , namely the time warping func-
tion satisfies h (T ) = T + ∆, then the aligned time-lag series samples changes into
x1 (T + ∆) = [x1 (t1 + δ1) , ..., x1 (tn + δn)]. The two groups of functional data sam-
ple sequences after aligned should have high correlation. The curve registration
problem can be solved by transforming into

max
∆
|ρ [x1 (T + ∆)] , x2 (T )| . (15)

Generally, the time warping function has uniform monotonicity, that is, satisfying
ti−1 + δi−1 < ti + δi < ti+1 + δi+1. However, the offset vector will cause the time
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warping function does not satisfy uniform monotonicity, so δk+1
i ∈ (bndli, bndri) is

limited. Herein, bndli = ti−1 + δki−1 − ti, bndri = ti+1 + δki+1 − ti, δki , means the
value of δi in the k iteration. In realization, the search range of δk+1

i is reduced
to closed interval [bndli + p · (bndr − bndli) , bndri − p · (bndr − bndli)]. Herein, p is
the constant in (0,0.5) .

In the end, the problem of curve registration is changed to solve the following
constrained optimization problem:

∆∗ = arg max |ρ [x1 (T + ∆) , x2 (T )]|
∆

,

s.t.δi ∈ [bndli + p · (bndr − bndli) , bndri − p · (bndr − bndli)] .
(16)

Finally, the time offset vector ∆∗ is transformed into function form, and the
time offset function d (t) is obtained. The corresponding time warping function is
h (t) = d (t) + t.

3. Experimental results and discussion

Based on the simulated data (7 kinds of man-made Internet of things big data
and two sets of Sinc function), the proposed correlation decision method and curve
registration method were verified. The relevant data for the time warping did the
curve registration using this method. On the one hand, the sensitivity of the method
to parameters was analyzed; and on the other hand, the existing methods are com-
pared and analyzed.

3.1. Correlation decision

3.1.1. Spurious regression decision. For the spurious regression decision prob-
lem, 7 kinds of main data generating process (DGP) was selected. The correlation
coefficient of the time-lag series is used to identify the spurious regression. First of
all, the correlations in the 7 groups were analyzed by routine correlation analysis.
The results are shown in Table 1.

Model 3 shows that: the correlation coefficients of model 3 and model 5 are
relatively small, and have no spurious regression phenomenon. The 3 kinds of cor-
relation coefficients of other groups autocorrelation sequences are relatively high,
showing that the conventional correlation coefficient does not have the identify abil-
ity to the spurious regression phenomenon of autocorrelation sequence. Model 5
shows that: the Granger causality test can identify the correlation of most of the
sequence, but there are still 3 identification errors. The model 7 is two- order auto-
correlation sequence, and the bidirectional Granger causality tests were wrong. So
for a simple model, Granger causality test can identify spurious regression; when the
model is complicated, it can not identify the spurious regression. As the 3 correlation
coefficients and Granger causality test can not decide the correlation of autocorre-
lation sequence, these methods are no longer used in the subsequent experiment for
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correlation decision.
Figure 2 shows the time-lag series correlation coefficient varying diagram of 7

models. Figure 2 shows that: the absolute values of time-lag series correlation coef-
ficient of model 3 and model 5 are smaller, which will not cause spurious regression.
High correlation coefficients are observed in the other 5 models, but the correlation
coefficient of time-lag series has little change with m. This method can quickly and
accurately identify spurious regression. Although this first-order autocorrelation se-
quence spurious regression discriminant method is given in this paper, it can be seen
from the results of model 7: for the two order autocorrelation sequence, it can also
obtain reliable correlation results.

Table 1. Comparison of algorithm calculation time (in ms)

Model Single inte-
graal order

Granger causality test (Lag=0)

X Y Cause→Effect F statistics Significance Granger or
not Reason

1 1 1 Y→X 0.006 0.993 No

X→Y 0.287 0.750 No

2 0 1 Y→X 1.185 0.307 No

X→Y 0.019 0.980 No

3 1 1 Y→X 0.412 0.662 No

X→Y 0.129 0.878 No

4 1 1 Y→X 0.412 0.662 No

X→Y 0.129 0.878 No

5 1 1 Y→X 0.513 0.599 No

X→Y 0.164 0.848 No

6 4 1 Y→X 6.463 0.002 Yes

X→Y 1.799 0.168 No

7 4 1 Y→X 4.035 0.019 Yes

X→Y 16.653 0.000 Yes

3.1.2. Correlation decision of time warping series. Select the Sinc function with
volatility (Sinc(x) = sinπx/πx, x ∈ [−6, 6]) as the correlation research object of the
simulated data, and do the following two functions: d1 (t) = 0.01t2 − 0.36 and
d2 (t) = 0.005t (t− 6) (t+ 6). In the two cases, the correlation coefficient varing
trends with the standard Sinc function and time-lag series are shown in Fig. 3.

It can be seen from Fig. 3, right part: two time-lag series correlation coefficient
curves have obvious convex phenomenon, and bounds of two correlation coefficients
are [0.991,0.996] and [0.914,0.962]. Then it can be decided that the two groups of
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Fig. 2. Diagram of time-lag series correlation coefficient changing

Fig. 3. Sinc function and the correlation coefficient variation of time-lag series:
left–Sinc function and the function in two time differences, right–correlation
coefficient variation of time-lag series under two kinds of time differences

series have correlation. And the average hysteresis amount with sequence of time-lag
function of d1 (t) and d2 (t) and the standard Sinc sequence are 0 and 3, respectively.

3.2. Curve registration

This section is mainly testing the performance of the MGMF algorithm and
compare with the classical CMRM algorithm [8], maximum likelihood registration
(MLR) and self-modeling registration (SMR). For the sake of fairness, CMRM al-
gorithm and MLR results are the average results of 5 experiments run. Machine
configuration is: Intel Quad CPU (2.83GHz dominant frequency), 3G memory.

The time difference functions are d1 (t) = 0.01t2 − 0.36 and d2 (t) = 0.005t·
(t− 6) (t+ 6), respectively. Put them with the noise-containing Sinc function and
the standard Sinc function to do curve registration. In the two kinds of time dif-
ference functions, the align effects of 4 kinds of alignment methods after parameter
adjustment are shown in Fig. 4.

Figure 4 shows that: when the time difference function is d1 (t), the MLR align-
ment effect is poor, and the 3 others are closer to the actual value; when the time
difference function is d2 (t), the MLR and CMRM alignment effect is poor, and the
SMR and MGMF are very close to the time difference function.

The above experiments show that for the simple time difference function, the
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Fig. 4. Align effects of 4 kinds of methods: left–time difference function d1(t),
right–time difference function d2(t)

precisions of CMRM, SMR and MGMF are high, but the CMRM efficiency is poor.
When the time difference function is complicated, the SMR and MGMF results are
in better alignment, but the efficiency and stability of SMR is better than MGMF.

4. Conclusion

In this paper, the upper and lower bounds of the population correlation coefficient
are given at a certain significance level and used to discriminate the correlation. Spu-
rious regression problems arise for more reasons, and there is not yet find a rigorous
and accurate identification method. In this paper, starting from the main reasons
of the spurious regression, we get the characteristics of the correlation coefficient of
the time shift sequence, which can eliminate most of the common spurious regres-
sion phenomenon; For another kind of correlation error, the correlation coefficient
can be determined from the characteristics of the time series correlation coefficient.
Based on the correlation sequence with time warping, a model based on correlation
coefficient maximization and an improved MGMF algorithm are established. The
applicability of the model is more extensive than the AISE criteria. The experi-
mental results show that the correlation method in this paper is more effective than
Pearson linear correlation coefficient, Spearman rank correlation coefficient. Kendall
rank correlation coefficient and Granger causality test in spurious regression recog-
nition. The proposed MGMF algorithm is significantly superior to CMRM, SMR
and MLR in most cases.
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Image analysis of workpiece joints with
uncertainty for cooperative feature

constraints1

XiaoFeng Lv2

Abstract. In order to improve the denoising effect of the solder joint image of the uncertainty
workpiece, a new method of noise removal for the solder joint image based on the cooperative
feature constraint and the radial singular function. The image is decomposed by the cooperative
feature constraint through the analysis of the image characteristic constraint coefficient, and skews
high-frequency part and the low-frequency part of the feature constraint coefficients. In order to
improve the denoising performance, an improved self-adaptive eigenvalue algorithm is proposed by
calculating the median absolute variance estimation corresponding to the characteristic coefficient,
and the image is subjected to the second denoising. Finally, the median filter is used to smooth
the image and get the final denoising image. The results show that compared with the traditional
method, the proposed algorithm can not only improve the denoising performance and denoising
effect, but also keep the uncertainty of the workpiece solder joint image edge information.

Key words. Uncertainty, workpiece solder joint, image denoising, cooperative feature con-
straint, radial singular function.

1. Introduction

In the case of uncertainty in workpiece image detection and recognition [1], due to
the presence of noise of different properties in the image, the noise reduces the image
quality, makes the image blurred, and sometimes submerges some of the effective
features of the image, and brings difficulty on the analysis and research. Because of
the existence of mixed noise in the solder joint, the traditional method is used to
remove the uncertainty of the workpiece image denoising, the denoising effect is not
ideal, and it is easy to destroy the edge information of the image. In many cases, salt
and pepper noise and Gaussian noise or multiplicative noise at the same time there
is uncertainty in the workpiece solder joint image [2]. The feature is a generalized

1This work was supported by the Baoji science and technology plan project. Project name:
Workpiece solder joint quality detection system. Project number: 16RKX1-7.

2Baoji University of Arts and Sciences, Baoji, Shaanxi, 721016, China
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concept of wavelet [3–4]. Feature analysis can provide a more sophisticated analysis
of the signal because it not only divides the low frequency band into multiple levels
but also for the multi-resolution analysis does not subdivision of the high-frequency
part of the further decomposition. So the feature technology has a wider application
value, has been applied to pattern recognition, image processing and many other
areas [5–6]. The skewness filter is a classical linear smoothing filter and is a local
adaptive linear filter based on the principle of minimum mean square error. It
can adjust the output according to the local variance. The skew filter has a good
denoising feature for the noise of the known noise distribution [7]. The Median filter
is a nonlinear filtering technique which can effectively suppress the image noise and
improve the image signal to noise ratio. Value filter can effectively filter out random
noise and salt and pepper noise, while the image can be fine to retain the edge of
the details. In order to improve the denoising performance, Wang [8] proposed a
feature combined with median filtering algorithm (WPM) to improve the denoising
performance to achieve a certain effect.

In this paper, the noise removal method of the workpiece is analyzed. The residual
image of the workpiece is decomposed by the uncertainty of the workpiece, and the
noise of the original image is estimated by the median absolute variance estimation
method. By combining with the skewness filter and improving radial singular and
median filter, it denoises the image at the same time protect the edge less subject
to fuzzy.

2. Uncertainty workpiece contact point image removal
algorithm based on cooperative feature constraint and

radial singular function

2.1. Feature constraint system data skew filter

The image is decomposed into high frequency and low frequency parts. The image
noise is mainly concentrated in the high frequency part, and the useful information
of the image is mainly concentrated in the low frequency part. The high frequency
part and partial low frequency part of the feature decomposition are filtered by using
the skew filter to effectively remove the mixed noise in the image while preserving
the edge and high frequency detail information of the image. For different levels
of feature decomposition, the use of different window size of the skew filter, the
characteristic coefficient skew filter process shown in Fig. 1.

2.2. Radial singular function denoising algorithm

The traditional feature threshold method is to keep the image coefficients and
reduce most of the noise figure to zero. In practice, there are three common thresh-
olds, namely hard threshold, soft threshold and half soft threshold. Whether the
threshold selection is appropriate or not directly affects the effectiveness of the de-
noising algorithm. The threshold selection is too large, so that too many feature
decomposition coefficients are set to zero, and too much image detail is destroyed;
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the threshold is too small to achieve the expected denoising effect [9–10]. As a result
of the traditional threshold processing method cannot achieve the requirements of
denoising, the paper proposes an improved adaptive threshold denoising method,
and the basic idea is as follows.

Fig. 1. Feature constraint coefficient skew filter

(1) Calculate the variance of each characteristic coefficient of the high frequency
part of the feature layer decomposition

σ =
Median (|wJ,k (s)|)

0.6745
. (1)

Here, J is the number of layers to be decomposed. Symbol k denotes a character-
istic high frequency coefficient sequence and Median is the median function. Finally,
wJ,k (s) is the characteristic coefficient and s is the noise image.

(2) The absolute value of the variance corresponding to the characteristic coeffi-
cient calculated according to equation (1) is arranged in descending order.

(3) According to the result of the arrangement obtained in step (2), the ordered
intermediate value is σJ,M and corresponding characteristic coefficient is wJ,s (m).
Symbol m is the number of characteristic coefficients.

(4) According to the result obtained in step (1), the optimal threshold value cor-
responding to the high frequency coefficient wJ,s (s) in the characteristic constraint
in wJ,d (s)’ location PJ,s is calculated according to the formula (2). The obtained
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optimal threshold λs is:

PJ,s = N (s)
2 − JJN (s)

σJ,s
, (2)

λs = |wJ,s (s)|PJ,s
. (3)

In the above formula, N (s) is the width of the image after the decomposition of
the Jth layer. JJ is the function after the decomposition of the Jth layer.

(5) Threshold processing of the characteristic coefficient gives

wJ,s =

{
wJ,s, |wJ,s| ≥ λs,
0, |wJ,s| ≤ λs,

(4)

wJ,s =

 wJ,s − λs, wJ,s ≥ λs,
0, |wJ,s| < λs,

wJ,s + λs, wJ,s ≤ λs.
(5)

When s ≤ m, the formula (4) is executed, and when s ≥ m, the formula (5) is
executed. After the characteristic high frequency coefficients are subjected to the
optimal threshold processing, a new feature coefficient is obtained and the image is
reconstructed The image is subjected to secondary denoising, and most of the noise
in the workpiece’s solder joint image has been removed, but there may be a relatively
large noise that cannot be removed. Smoothing noise is used to filter the edge of
the image, and finally the denoised image is obtained.

3. Based on the synergistic feature constraint and the radial
singular function of the uncertainty of the workpiece

solder joint image denoising algorithm flow

Based on the above principle of image noise removal based on synergistic feature
constraint and radial odd function, the noise removal algorithm of workpiece free
solder joint image is designed. The process is as follows.

(1) Select the highest level N of feature decomposition, the characteristics of the
workpiece solder joint image decomposition; get the characteristic coefficient of each
layer.

(2) Using the skewness filter method, the image feature constraint coefficient is
filtered.

(3) Calculate the absolute value of the variance corresponding to the character-
istic coefficient, and sort it from descending order to descending order, and obtain
the intermediate value and the corresponding characteristic coefficient.

(4) According to the above-mentioned improved adaptive feature threshold cal-
culation method, the optimal threshold is calculated.

(5) Reconstruct the feature coefficient.
(6) Smoothing the image using the median filter, the third denoising of the image,
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and finally get the unpaired workpiece solder joint image. The algorithm flow is
shown in Fig. 2

Fig. 2. Based on the synergistic feature constraints and radial singular function of
the uncertainty of the workpiece solder joint image denoising algorithm flow

4. Denoising performance comparison

In order to compare the other methods and the denoising performance of the
proposed method, the minimum mean square error (MSE) is used as the comparison
parameter. The "Lena" images with the probability of salt and pepper noise of 0.02
and different degrees of Gaussian noise are denoised by different denoising methods to
obtain the corresponding minimum mean square error, and to compare the different
methods of denoising performance. The Median filter and the skew filter are 3×3,
and 5×5, respectively. The synergistic feature constraints are respectively using 2,
3 and 4 layer decompositios. Only the best denoising results are listed in this paper,
and the MSE results are calculated as shown in Table 1.

Table 1. Comparison of several methods of denoising performance

Method (MSE) ε

σ=15 σ=2 σ=25 σ=30 σ=35 σ=40
Median 66.59 99.43 140.73 190.64 249.10 315.88
Skewness 177.08 184.30 194.37 207.69 224.83 246.11
WPM 96.64 103.30 111.33 120.62 131.17 142.75
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It can be seen from Table 1 that the median filter can achieve better denoising
effect when the mixed noise intensity is weak, but the performance of the character-
istic combined median filter (WPM) is better than when the mixed noise is stronger
Other methods.

Using SRM method, respectively, using the characteristics of two layers of de-
composition, skew the window pixel size 3×3, median filter window pixel size 3×3
(method 1); Feature 2 layer decomposition, skewed window pixel 5×5, median filter
window pixel 3×3 (method 2), feature 3 layer decomposition, skewed window pixel
3×3, median filter window pixel 5×5 (method 3 ). And for feature 3 layers decom-
position, skewed window pixels 5×5, median filter window pixels 5×5 (method 4),
the results are shown in Table 2

Table 2. Mining SRM method image mixed noise removal

Method (MSE) ε

σ=15 σ=2 σ=25 σ=30 σ=35 σ=40
1 66.55 78.07 91.93 107.94 126.08 146.13
2 68.45 79.59 92.90 108.31 125.75 145.24
3 102.1 105.22 126.05 135.57 141.54 147.28
4 103.0 104.66 120.21 131.55 133.98 139.05

5. Uncertainty of workpiece solder joint image denoising
results and comparison

Multiplicative noise is also one of the common noises in the solder joint image of
uncertain parts. We choose the gray-scale image of the airfoil pin in IPC-A-610D as
an example, as shown in Fig. 3, left part. After adding salt and pepper noise and
multiplication, the noise is shown in Fig. 3, right part.

Fig. 3. Uncertainty workpiece solder joint image and noise image: left part–raw
image of SMT solder joint, right part–added mixed noise

For the noise image, the median filter (window pixel size 3×3), skew filter (window
pixel size 3×3), the characteristic soft threshold method for denoising, and denoising
results are shown in Fig. 4.

It can be concluded from Fig. 4 that the median filter and the skew filter are not
ideal for the denoising effect of the fixed part solder joint image. WPM method to
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remove the smaller noise has a certain effect, but for most of the noise, the removal
effect is not very good, still remain in the image, using the proposed SRM method,
the median filter window pixel size were 3×3, 5×5, the synergistic feature constraint
is decomposed by 2, 3 layers. The results are Indicated in Fig. 5. It can be concluded
from Fig. 5 and Fig. 3, right part, that the noise of the solder joint in Fig. 5 has
been substantially eliminated, the denoising is achieved and the edge information
is well preserved. The denoising effect is better than that shown in Fig. 4, and the
effect of Fig. 5, right part, is slightly better than the effect of Fig. 5, left part.

Fig. 4. Uncertainty workpiece disassembly results: left part up–median filter, right
part up–skewness filter, bottom part–WPM method

Fig. 5. Denoising results of uncertainty workpiece solder joint image: left
part–AWPWM (2 layers decomposition, 3×3), right part–AWPWM (2 layers

decomposition, 5×5)
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6. Conclusion

(1) Using the skew filter, the characteristics of the decomposition of the high-
frequency part and part of the low-frequency part of the appropriate filtering, is
conducive to improving the uncertainty of workpiece solder joint image denoising
effect.

(2) The improved adaptive feature threshold method is used to deal with the
threshold of the characteristic coefficient, which is more reasonable than the tradi-
tional feature threshold denoising method, which can effectively remove the mixed
noise in the workpiece joint image.

(3) Using the median filter on the uncertainty of the workpiece solder joint image
smooth processing, while protecting the edge of the image information.
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Expression of moving object group
movement in large scale traffic

network1

Yan Zhengshu2

Abstract. In order to express the traffic scenes composed of crisscross road networks, large
scale moving objects (such as the moving object) and their movement, a kind of expression tech-
nology is proposed for the movement of moving object group in large scale traffic network. First,
a kind of hierarchical road network logic model was designed. According to the input vector data
of road network lane line, the intricate traffic road network was described from geometry, topol-
ogy and other hierarchies by logic modeling. Then, the lower computational efficiency of moving
object group movement based on the microscopic method of individuals in the existing moving ob-
ject group movement expression method, and the complex traffic phenomena cannot be expressed
through the method based on small scale flow. Thus, a group of novel small scale flow equation
was proposed to describe the movement of the moving objects in road network, which can offer
an organic combination with the small scale flow model and the model of lane changing behavior
of moving objects, as well as describe various complex traffic phenomena realistically. The exper-
imental results show that, on the premise of achieving simulation in detail about moving object
movement in large scale traffic network, the computational efficiency of the method in this paper
has the same order of magnitudes with the general small scale flow model. In practical application,
the virtual reality model of the real traffic road network was built, and the movement of moving
object group was expressed on it. So the validity of this method was further verified.

Key words. Moving object group, large scale traffic network, hierarchical logic model, lane
changing behavior of moving objects, small scale flow model, virtual reality.

1. Introduction

Transportation is one of the four aspects involved in human daily life of ’clothes,
food, shelter and travel’. It is a significant component of human society. In or-
der to exhibit the reality world in the spanning space of the computer, the traffic
road network was constructed in virtual environment and the moving object and its

1This work was support by the teaching model reform of virtual reality technology “VR +flipped
classroom” of Zhejiang Province Department of education research project (No. Y201636001).

2Information School, Ningbo City College of Vocational Technology, Zhejiang, 315100, China
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movement in road network was expressed. Both of them are the essential steps in
constructing virtual world [1–3].

The moving object movement in reality life has the following outstanding features:
first, the structures of traffic road networks are complicated. All kinds of level
crossings and various overpass routes are crisscross and intricate. Then the scale
of the moving objects is huge. Therefore, how to realize the authentic simulation
of moving object group movement in large scale traffic network is the significant
problem in virtual reality. It is an effective technological method in the design,
analysis and assessment of emergency evacuation plans and urban traffic projects
as well. Its meaning and application prospects can be concluded in the following
aspects:

1) Realize the rehearsing traffic simulation, and reinforce the ability to deal with
special circumstances and emergencies (such as the large numbers of people evacu-
ation in the Fukushima nuclear crisis).

2) Guide the design, assessment, programming of the traffic and so on.
3) Users experience in the enhanced virtual scene.
With the rapid development of virtual reality technology, the conceptions of vir-

tual city, virtual tourism and others are widely proposed, integrating the distinct
traffic simulation into them, which can further deepen the users’ immersive feeling.
The small scale simulation method is based on the model of fluid. The changing of
traffic movement in the road is simulated from the small scale aspect like density
and velocity [4–6]. The computation time of simulation has no relationship with the
number of moving objects, which is mainly used in the simulation expression of mov-
ing object group movement. The TRANSYT system exploited by TRL in Britain
and KRONOS software system exploited by University of Minnesota in America are
using this kind of method. As a tool of traffic evaluation, programming and design,
these system mainly study the roughly movement trend of the traffic flow. In order
to enhance the computational efficiency, the model simplifies or even overleaps the
simulation of individual moving objects movement behavior. It is unable to realisti-
cally describe the movement behavior of moving objects in various intricacy traffic
scenes (such as various road changing behaviors), thereby reduces the veracity and
authenticity of the simulation results.

In addition, the road network is the carrier of traffic flow, as well as the consid-
erable basis data in traffic expression. The road network data in traffic expression
is the mathematical abstract and standardized description of reality road network.
Thus the road network which can be identified by computer is constructed. The
road network data are usually required to describe the geometry information and
logic information of the road network. In the expression computation of moving
object group movement, the mentioned method also need to take road network data
for basis. However, the present method has higher requirement for the input road
network. It can first be reflected from larger amounts of input data quantity, for in-
stance, in the plane intersections, the traffic phase is required to import or manually
set to realize the detachment of conflicts routes. It has large amounts of workload
and easy to generate mistakes. Then, when the model is applied to the expression of
moving object group movement, the solution process of the position coordinate and
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direction angle of moving objects needs to seek the road network data and process
approximation calculation of numerical values. It costs lots of time and influences
the efficiency of large scale expression computational.

To solve the mentioned problem, we proposed a kind of method to express the
moving object group movement in large scale traffic network. First, aiming at the
road network data and its modeling, we proposed a kind of road network hierarchy
logic model. We conducted topology generation and hierarchy logic organization for
the imported lane line geometry data, and described intricate traffic road network
from different hierarchies. Then, we proposed a group of novel small scale flow equa-
tion to describe the movement of moving objects in the road network, in accordance
wit the movement expression computation of moving object group. This can offer
an organic combination with the lane changing behavior of moving objects model,
as well as obtain the movement condition of moving objects by optimized solution.

2. Related work

According to the degrees of the described details, the modeling of moving objects
movement can be mainly divided into microscopic model and small scale model. The
microscopic model describes the movement behavior and reaction of moving objects
from individual moving objects. Car-following model and cellular automaton model
are the two kinds of common used microscopic models. In the car-following model,
according to the condition of the front car in current lane, its acceleration limit as well
as the road curvature, the driver can ensure the accelerated and deceleration speed of
the moving objects [7]. The basic thought of cellular automaton model is to disperse
all the continuous variables [8]. The microscopic model can describe the individual
behavior of moving objects in detail and combine with the model of lane changing
behavior of moving objects. In this model, we can get a better traffic expression
simulation result to show various complex traffic phenomena, traffic accidents, such
as the road congestion, the intersection of lots of vehicle flows and so on. However,
the computational efficiency of microscopic model has relationship with the scale
of moving objects. Facing with the moving object group expression in large scale
traffic network, its computational efficiency is relatively low.

The small scale model are usually called continuous flow model. This kind of
model is mainly used in the traffic simulation and analysis of moving object group.
Now, there have been a lot of classical small scale flow models. The anisotropy
model adopts a mass conservation equation and accelerating equation to describe
the traffic flow dynamics [9, 4]. The dispersed LWR equation is used to describe the
traffic flow in the cell transmission model [10]. The other classical traffic flow model
is grid flow model. Being is by optimal velocity model, Nagatani first proposed the
grid dynamics model based on traffic flow [11]. The driver can react according to
the local density ahead of the current lane. The movement of moving objects was
calculated as the entire kinetic fluid. If these models are applied to the movement
expression of moving object group, we are unable to know the detail information
like whether the moving objects can change road or not and how to change road.
Their precision is limited and they cannot express various traffic accidents.
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Though the microscopic model can describe the movement behaviors of moving
objects in detail, its computational efficiency is relatively low [6]. The small scale
model can be used in the simulation of moving object group movement. However,
the simulation accuracy is too rough, and the veracity and the visualization effect
of the simulation results are limited, especially the incapable of simulating the var-
ious complex traffic phenomena and traffic accidents. Therefore, the modeling and
expression of the moving objects movement in large scale traffic network are facing
huge challenge.

3. The logic model of the moving object group movement
expressions

Now most of the traffic simulation software used the microscopic model based
on individuals to express the movement behavior of moving objects. This kind of
model has low computational efficiency, which is hard to be applied in the movement
expression of moving object group. The small scale method based on sequence flow
is used to simulate the entire movement trend of the traffic flow from the aspects of
entire vehicle flow. This method is very suit for the expression of moving object group
movement in large scale road network. However, the present small scale flow model
is limited in the rough scale to simulate the movement behavior of moving objects. It
excessively simplifies the movement details of moving objects, especially ignores the
road change behavior and process of the moving objects, which cannot realistically
exhibit all kinds of complex traffic phenomena. In this letter, we modified the
classical small scale flow model - co-pilot grid flow model [5]. A group of novel small
scale flow equation was proposed to conveniently couple with and solve the lane
changing behavior of moving objects.

3.1. The road network logic model

As mentioned above, considering the concrete problems in expression such as
path programming, coordinate setting, movement smoothness and conflict avoid-
ance, the expression of moving object group movement has higher requirement to
the road network information. However, these methods have inadequate informa-
tion, or the lower inquiring and computational efficiency. Therefore, we proposed
the road network hierarchies logic model shown as the figure. From bottom to top,
the model can be divided into lane layer, road segment layer and the path layer.
The lane layer, only the axle wire Lane in lane is included, is the basis for the entire
road network logic model. The road segment layer and the path layer describe the
logic relationship of road network element Lane, including the section Link based on
the definition of Lane, the Segment based on the definition of Link sets, the Connec-
tor represents the connection in sections, the Intersection represents the topology
connection in sections and the Road represents the location dependent relationship.

The lane layer means the generalized lane line definition in this paper-Lane. In
order to describe the moving orbit of moving objects, the Lane not only includes the
lane axle wire with reality meaning, but also includes the curve describing the travel
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orbit of moving objects in the crossing, which is called virtual Lane (as shown in
Fig. 1). The vector data information of Lane can be described with P . Here, P is the
directed polyline constituted by point range, and meets the requirement if certain
’smoothness’. The nature of broken line has no smoothness. The smoothness means
that the point ranges of this broken line should approach to the smooth curve fitted
by point range as much as possible. Then, except for the crossing area, the average
distance has the consistent Lane trend in threshold values and the roughly equal
length. Finally, the out-degree and in-degree of all the inner nodes, respectively, are
equal to 1.

Fig. 1. Schematic diagram of Lane

Based on the mentioned logic description, the road network model can not only
describe any complicated road network structures, including plane intersection and
interchange, but also realize the phase distribution at the intersection by the same
Intersection relates to the intersection of Lane information automatic. Thus, it can
realize the automatic conflict separation of lines with different direction. All the
logical information in the model can be automatically generated by the topological
analysis of the Lane data, and the specific generating process is shown in Fig. 2.

3.2. The small scale flow model

In the movement process of the moving object, the driver can not only get the
density and velocity information of the current lane, but also obtain the density
velocity information of the left and right side of the lane. Based on this, this paper
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Fig. 2. Road network logic data generated flow chart

builds the following interactive cooperative driving grid flow model:
∂tρ+∇ (ρv) = 0,

ρi,j (t+ ∆t) vi,j (t+ ∆t) =

ρ0
∑2

m=0

[
f2−m (Hi,j (t))V

(
ρi+1,j−1+m (t) , . . . , ρi+N,j−1+m (t) , ρ∗j

)]
.

The difference between the above equations and the classical co-pilot grid flow
model equation [5] is that the interaction term is added.

2∑
m=0

[
f2−m (Hi,j (t))V

(
ρi+1,j−1+m (t) , . . . ρi+N,j−1+m (t) , ρ∗j

)]
.

This equation is used to describe the effects of the moving object in current lane,
or in front of the adjacent lanes on the moving object in current position. Here,
(i, j) represents the (i, j) grid directed along and perpendicular to the lane.

Here,

f0 (∗) =

⌊
∗+ 1

2

⌋
, f1 (∗) = ||∗| − 1| , f2 (∗) =

⌊
|∗ − 1|

2

⌋
,

ρ∗j means the car density in the (i,j) position in the current lane and the balanced
place. Hi,j (t)is the direction of the car flow. When the car flow is directed to the
left lane, Hi,j (t) = −1. When the car flow is directed to the right lane, Hi,j (t) = 1.
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In other circumstance, Hi,j (t) = 0.
By using the finite difference method, the mentioned differential difference equa-

tions are fully discretized and the numerical stability analysis is performed. The
equation has the only stable solution as long as determinesHi,j (t). With the appli-
cation of the behavior model, it is possible to determine whether the lane changing
is feasible, so as to determine Hi,j (t), and solve the movement state of the moving
object.

4. Experimental results

Based on the mentioned method, we perform a moving object group movement
expression system for large scale traffic networks, and carry out the practical appli-
cation and validity test for the method in the urban road network. The efficiency
experiment in this article is implemented on a workstation configured as follows:
Core 8 Xeon (R) E31240 3.4 GHz CPU, 4.0 GBRAM.

4.1. Results and analysis of hierarchical road network model

First, the road network model proposed in this paper is compared with Wilkie’s
road network model [2] from the view of logic generation. Table 1 exhibits the
comparison of the automation degree generated by logical data. It shows that the
Wilkie’s model requires additional manual interaction input for the intersection data,
and needs to further install the traffic phase distribution for the conflict traffic routes
as well, which possesses heavy workload and is prone to generate errors. The required
input data in this model is just lane line data. Other data, including intersection
data and traffic phase data describing the conflict relationship, can be generated
automatically, reducing the input of two kinds of data. This not only reduces the
workload of manual input data, but also avoids the introduction of artificial errors.
In addition, the definition of intersections in this paper is not directed to specific
intersections, instead, an Intersection is automatically generated according to the
connecting and intersecting topologies. Therefore, any complex intersection models
generated by the model can compare with the existing model, which has remarkable
advantages in the data generated automation degree.

Table 1. Comparison of automation degree generated by logical data

Intersection Adjacency rela-
tionship

Connection re-
lationship

Conflict rela-
tionship

Wilkie
method

Manually inter-
actively gener-
ated

Automatically
generated

Automatically
generated

Manually inter-
actively gener-
ated

Suggested
method

Automatically
generated

Automatically
generated

Automatically
generated

Automatically
generated
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Second, the results of road network logical data automatic modeling and effi-
ciency test are represented. The radius of 5 km of a city urban road, with a total of
about 8,000 lanes was processed with the road network logic modeling. The logical
modeling is based on the input Lane data. The results show that all the actual
adjacent and connected lanes in this area are completely correct in this logical data.
All the intersections, including all kinds of intersections, ring road junctions, var-
ious three-dimensional intersections and other conflict lines are also automatically
generated by the intersection of the traffic phase to achieve the separation of the
conflict, which proves the validity of the logical model of road network. Fig. 3 (left)
and Fig. 3 (right) separately show the vector data of road network local roadway
and road network local hierarchical relationship. The hierarchical relationship data
in the schematic diagram uses different colors distinguish the different Links. The
blue polygons mean the terminal information of Lane involved in the Intersections.

Fig. 3. Logical modeling results for a real regional road network

4.2. Result and analysis of movement expression of moving
object group

The calculation efficiency and effects of moving objects in real-time expression
were tested with the mentioned method. In the given road network scale, the compu-
tational efficiency of the system is almost irrelevant to the number of moving objects
(Fig. 4), and has the same order of magnitudes with the classical small-scale flow
model [5] (one-dimensional co-driver grid flow model). It shows that the proposed
method can be used for moving object group movement representation. On the ma-
chine with the mentioned configurations, this method can express the movement of
moving objects in the road network scale with total mileage of 600 km. The scale of
the road network in this experiment is as follows: the total length of the lane line
is about 600 km, and the uneven road segment accounts for about 20% of the total
road network. Red line refers to the classical co-driver grid flow model [5] simulation
results.

To further verify the effectiveness of the method, we selected traffic lane chang-
ing behavior of instance data with this method of moving objects occur frequently
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Fig. 4. Relationship between the number of moving objects and the expressed
computation time

compared. We compared it with the traffic instance data which were published on
the Next Generation Simulation (NGSIM) website. NGSIM was a kind of website
initiated by the Federal Highway Administration of Transportation (FHWA). We
used an up-ramp segment on the Interstate 80 road of the city of San Francisco on
the site (as shown by the two thick straight-line markings in Fig. 5). We track all
lane change objects within 1 minute of the road segment. The section of the highway
is on the ramp section, moving objects from the ramp into the main road after the
frequent lane change behavior.

Fig. 5. Road conditions of instance data acquisition area

The measured data in the section of the period of time occurred in a total of 12
lane behavior. A car from a lane through the lateral movement (perpendicular to
the lane direction) into the adjacent lane is called once lane change behavior. The
start time of the lane in the measured data is the time when the moving object
starts to shift sideways to the target lane. The end time is the time when the lane
of the lane reaches the target lane and the moving object is oriented in parallel to
the lane direction. The duration of the lane is the difference between the lane end
time and the lane change start time.

Next, we compare the duration of the lane simulation and the length of lane
change in the measured data. Fig. 6 represents the comparison diagram of the actual
time length and the analog time length for 12 times of lane change behaviors in
the comparison period. It shows that in the vast majority of lane changes, the
model simulation results and the measured data have roughly equivalent lane length.
Further analysis shows that the average error of the lane length and the measured
results is about 1.1 s.
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Fig. 6. Comparison of the duration for lane change

5. Conclusion

With the development of virtual reality technology, the research of virtual city
has been greatly developed. The high-detail, high-fidelity mobile object motion
simulation technology has integrated into the city simulation. It plays an important
role in improving the reliability of simulation and enhancing the visual experience,
as well as traffic design and traffic planning. The existing moving object motion
simulation method can not only describe the general trend of traffic flow and cannot
simulate the interaction behavior of moving objects between lanes, but also simulate
the movement of urban moving objects, which reduces the realism and credibility of
the simulation results. In this paper, a method is proposed for motion representation
of moving objects within a large scale transportation network. And the technical
details of the method are expounded from the aspects of road network logic modeling,
moving object group motion expression calculation and so on. The experimental
results and application examples show that this method has the following significant
advantages: First of all, the method of road network data input requirements are
low, only need to enter the lane line vector data to meet the needs of animation
expression; secondly, the efficiency of the real - time simulation method is almost
independent of the number of moving objects, making the method applied to the
simulation of moving object group motion; finally, the method can be described in
detail when moving objects and how to change lanes and other acts, which improves
the simulation of fidelity and accuracy.
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High-dimensional data express model
based on tensor1

Zhang Jing2, 4, Guo XinChang3

Abstract. Taking into account the requirements of four-dimensional field data with high-
dimension analysis and expression, the model of high-dimensional data structure analysis and dy-
namic expression based on tensor was constructed, the tensor definition, basic operators and tensor
decomposition method were briefly introduced, and the process of multi-dimensional characteristic
analysis based on tensor decomposition was given in this paper. Then, according to the multi-
dimensional fusion feature, the high-dimensional data was organized and expressed, and the unified
organization and storage method of high-dimensional data was designed. At the same time, by us-
ing the tensor decomposition method, the analysis and dynamic reconfiguration of high-dimensional
data structure characteristics in different dimensions were realized, and the multi-dimensional data
with high-dimensional analysis model and feature-driven high-dimensional linkage data based on
tensor were established to exhibit the strategy. In addition, the experiments were verified by the
grid data of the India ocean satellite RUEB, so that the multi-dimensional perspective, subset ex-
traction, contour surface rendering and spatial data representation function based on tensor were
achieved. Finally, the analysis and extraction of FARP event time type and space type were suc-
ceed by using tensor decomposition, and the data representation driven with time, longitude and
latitude coefficient was realized. The examples verified that this method can exhibit the spatial
and temporal patterns and the dynamic evolution characteristics of FARP event better, and the
multi-dimensional perspective in the evolution process of FARP spatial can be realized.

Key words. Tensor decomposition, the four dimensional field, feature-driven, data represen-
tation.

1. Introduction

The analysis and expression of high-dimensional data features are the main con-
tents of high-dimensional data expression. Due to the continuous development of
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the network observation, a large number of remote sensing images, satellite and
radar images have been obtained. All the images have the characteristics of large
scale and huge amount [1–2]. Due to the large scale and high-dimensional data,
the significant structure of the data can be extracted, the direct data observation
is the identification approach of the solutions and rules, and the high-dimensional
statistical method is generally used. This method is based on matrix analysis and
statistics as the theoretical basis, which can be widely used in the analysis of space
and time. The disunity of the multi-dimensional operation may lead to the asym-
metry in time-space dimension. General geoscience shorthand software uses the
mentioned method to express the data in three-dimensional space, instead of utiliz-
ing the underlying mathematical basis for multidimensional data expression. The
general high-dimensional dynamic and analytic expression method is different, which
can generate an impact on the current analysis of the geographical space and time.
According to the different requirements of the data analysis, new support data can
be found to analyze the space and time better, which is a useful solution for high-
dimensional data analysis. The data analysis is used to extend the traditional vector
and data. The analytic method of tensor decomposition is used to analysis the data
center, which is conducive to ensure the form of the structure and reveal the rela-
tionship among different data dimensions, so that more sophisticated data analysis
method can be proposed. This method has been widely used in plenty of fields. The
general analysis methods are analyzed on the basis of tensor analysis, however, there
is no the comprehensive analysis of tensor analysis in the aspects of data organiza-
tion and characteristic analysis. In this paper, the tensor structure was taken as
the basis to discuss the data organization and storage of the tensor [3–5]. By using
this decomposition method, the field data was analyzed and the multi-dimensional
space-time form was represented. The results show that this study is favorable for
the validation of satellite data in the India Ocean.

2. The multi-dimensional solution of high-dimensional data
features based on tensor

2.1. Tensor and tensor operation

Tensor is an expansion of the vector quantity matrix, and is a kind of expres-
sion model for multi-dimensional data to express the physical properties of multiple
forms, so it can be used to express and deal with the data of multi-dimensional
points. An M -step tensor can be written as A ∈ RL1×L2×...×LM . Here, Li means
the dimension of the ith order. A lot of operational symbols can be used in the
tensor product and Kronecker product, which can be applied in different algebraic
tensors and the earthquakes. The symbolic significance in different conditions are
identical. Generally, a bilinear calculation is required to conduct and expressed with
⊗. The main difference is the identical restructuring method and structure reset of
the tensors [12]. Assuming that U and V are two tensors, the tensor product can
be expressed as
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U ⊗ V =

 u11V u12V L
u21V u22V

M
. . . O

 =


u11u11 u11u12 L u12u11 u12u12
u11u21 u11u22 u12u21 u12u22
M

u21u11 u21u12 O
u21u21 u21u22
M

 . (1)

2.2. QRB tensor decomposition

Tensor decomposition is mainly extended by the method of component analysis,
which can make data analysis of high order tensor through the low order tensor.
The singular value decomposition method is used in this method, and the tensors
are calculated by least square method. The tensors can be separated through the
high dimensional space, and then the reliability test can be carried out.

σi = max
‖ ψ ‖ s=1

‖ ϕ ‖ v=1

‖ φ ‖ t=1

Y. . (ψ ⊗ ϕ⊗ φ)

= Y.. (ψi ⊗ ϕi ⊗ φi) .

(2)

Here, σi is the i characteristic value of the tensor as well as the peacekeeping
vector. The operator can be shown as indentation operation, which can be called
the accumulation of tensor or the decomposition of tensor coefficient and tensor.
Then, dimensionality based on the tensor decomposition can be constructed.

Y.. (ψ ⊗ ϕ⊗ φ) = (Y..ψ) .. (ϕ⊗ φ)
= (Y..ϕ) .. (ψ ⊗ φ)
= (Y..φ) .. (ψ ⊗ φ) .

(3)

For k-dimensional tensor, the tensor decomposition model can be constructed
with the dimensionality k − 1, k − 2, · · · , k − n, · · · , 1.

2.3. Multi-dimensional feature reconstruction based on ten-
sor decomposition

Generally, tensor decomposition is mainly to carry out the structure characteris-
tics analysis of high-dimensional data, which is conducive to the data reconstruction
for multi-dimensions. Taking the four-dimensional field data as an example, the sum
of tensors can be used in this four-dimensional field data, so that the tensors can
obtain the coefficient information of direction axis and the 3 directions. Then, the
process matrix can be constructed, and different dimension coefficient can represent
the information in practical works, so that the characteristics of spatial and temporal
process in different dimensions can be obtained. Finally, the process of dimension
perspective can be conducted on the basis of specific dimensions. For example, by
constructing kinds of spaces, the specific combination of time and space can be dis-
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tributed through different visual angles. The common dimensions are the tensor
products in two-order tensors of a tensor and two dimensions, which can be used
to represent the space-time evolution process. A large number of decomposition re-
sults guarantee the correlation of different dimension structures, which is beneficial
to the performance of dynamic data in different dimensions, and it is also in favor
of the analysis and expression of the unit structure. However, the dimensionality
of data may be at the expense of partial data and information, which is good for
high-dimensional data to be mapped into a low-dimensional space. Because there
are some losses of the original information, the essential premise of the original data
needs to be kept, so as to express the high-dimensional data in low-dimensional
better.

3. Characteristic data representation of high-dimensional
data

3.1. High-dimensional data analysis and data expression
process based on tensor

Figure 1 shows the decomposition conditions of tensor data between the two-
order tensors. This process can be used in the management and analysis of the
original data. The data have better decomposition, so that the data coefficients can
be obtained, which is not only beneficial for the data reconstruction to obtain the
data with physical meaning, but also good for the analysis of space-time and import
parameters of external time to find the data meaning in different dimensions, so
that the dimension fusion of the tensor data organization can be conducted, and
the different fusion results can be reconstructed. Finally, the observation and design
pattern can be gained to express the data for simple structures. Each of the flow
chart is compatible with a variety of multi-dimensional data, which can not only
prompt a variety of data organization and the unified expression of the process, but
also has a variety of dimension and analysis functions.

3.2. High-dimensional data organization based on tensor

Based on the increment, the current four-dimensional data has been constructed
by the multi-dimensional array to make the object retrieval and object reorganiza-
tion and analysis process. This is conducive to the expression of four-dimensional
data object, analysis of the history value, and has significant meanings to the con-
struction of geographic models. It can carry on the reorganization of the market
according to the storage mode. It can analyze and express the data by using ten-
sors, and the multidimensional spatial data can be analyzed. It is possible to gain
a better effect, but there may be more of the value of irregular boundary and miss-
ing, so the estimation of all kinds of parameter is required. Generally, based on
the stereoscopic space-time model, a variety of model data can be stored through
the positive structure, including all of the core components and the tensor storage
structure. Therefore, the thought data and the attribute of tensors can be analyzed,



HIGH-DIMENSIONAL DATA EXPRESS MODEL 385

Fig. 1. High-dimensional data analysis and dynamic expression process

and the market can be described. According to the methods of the last operation
tensor and a variety of data operation plans, the decomposition of tensor and tensor
data analysis, multi-dimensional tensors perspective in the same group of tensors
of these components, the goal of object modeling can be achieved, which is favor
of the retrieval of capital market data. Based on this, kinds of strategies can be
constructed, so that the structural characteristics and perspective target can be ob-
tained easily, which is conducive to the management and operation of the relevant
data, reorganization and calculation of all the data, and the analysis and function
expansion of the follow-up data.

3.3. Data representation of feature driven

The goal of geographic data is to reveal all kinds of news in organizations, which
is conducive to analyze the indicators, and is helpful to achieve the current data
expression. The system is good for the interpretation and extraction of the data
through the method of dimension reduction. This data obtained should be in the
method of matrix operation, which has a great effect on the high-dimensional data.
The data analysis should be linkage and the tensor data should have various fusion
characteristics, so as to promote the combination and dispatch among different data.
According to the integrality and reconstruction of the tensor decomposition, there
are internal linkage and perspective. Since the characteristics of this idea can be
obtained, as shown in the scheme, the tensor form organization data can perform
the dimension reorganization and penetration, which is conducive to the integration
of dimensions. By adding the geography index, the signal can be obtained from
high level data. According to the different analytical results, different expression
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strategies can be developed. According to the characteristics of data and function,
all the result data can be used to carry out the time and space data election. Then
the observer pattern is set to express the dynamic state and characteristics in dif-
ferent dimensions, so as to provide a better environment for data analysis, which is
conducive to the analysis to the solution of the geoscience problem.

Fig. 2. Scheme of data representation for feature driven

4. Experiment and verification

4.1. Original data

The BQHTP not only can release the mixture of T/P and Jason4 in India ocean
grid data, but also can perform all kinds of experimental verifications. The original
data is the NetCDF format with the spatial resolution of 1.4×1.4, the time scale
being from 1995 to 2003, and the spatial range being from 15 degrees north latitude
to 15 degrees south latitude, 150 degrees east longitude to 150 degrees west longitude.
In addition, there are 92 time slices, 21 time dimensions and 421 longitude intervals,
which are compared with the standard indicators. This system is conducive to the
decomposition of the tensor and representation of the data, and the import and
convert of data are good for the unified investigation of various tensors, so as to
draw all kinds of VTK pictures. Figure 3 shows the perspective four-dimensional
field data along the time direction.

4.2. Multi-dimensional analysis of data characteristics

Since the sea surface is treated average monthly processing, abnormal high-
dimensional field data may occur in the sea surface. Each of the tensor has its
own contribution rate to the data, so that the fusion refactoring of the solved results
can be performed, and the time change graphs can be obtained. The MEI index can
be introduced to express the events’ degree, which is conducive to the final analysis
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Fig. 3. Data representation based on tensor data

of the characteristics. As shown in Fig. 4, the main tensor can decompose the space
and time, so as to obtain the time factor, which has better correlation. Based on
this effect, the general FARP evolution has differences and shows the obvious dif-
ference of latitude in space. Through a comprehensive comparison of reconstruction
at different time, it can be found that the sea space changes with time; and the two
images indicate the sea location, the amplitude and distribution, respectively.

Fig. 4. Space and time decomposition of the main tensor

4.3. Dynamic data representation with feature driven

The three coefficients can be obtained by using tensor decomposition and the
data can be expressed. This method is favorable of the perspective different vectors
and different dimensions. Through the decomposition of the vector data, each data
has a unique dimension basic training. The two-dimensional data can support a
two-order tensor to express this three-dimensional data, and both of the two have
relationship through the data sequence. When various sequence data changes, the
temperature of the tensor will appear a variety of changes. The decomposition can
be constructed through the varying process in latitude of the sea level changing and
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the specific perspective, which is favorable to construct and discuss the parameters
structure, so as to implement the dynamic data expression. Based on this, the
exploration and analysis can be carried out.

5. Conclusion

The expression of multidimensional data is an important direction for the de-
velopment of the subject. Through the analysis of the tensor structure, various
data models can be established, which is conducive to the establishment of a uni-
fied expression and calculation framework. Taking into account the characteristics
of high dimension, new solutions can be proposed to analyze the dynamic expres-
sion and analysis method. Through the study in this paper, it can be seen that
the tensor structure is good for the multi-dimensional statistics and calculation, the
tensor structure established is conducive to the plenty decomposition and the de-
composition of the feature data, and the data expression can also be realized. At
the same time, according to India ocean satellite data, the original pattern and dy-
namic characteristics can be reproduced. The results of this paper are conducive to
a better use of the tensor structure extension, which is supportive to the intrinsic
computer. Based on the construction method of the tensor, the significant of the
high-dimensional data analysis and expression can be analyzed. In addition, the ten-
sor analysis is unceasing developing and progressing, which is conducive to go deep
into the comprehensive use of related fields. In this research, the related demands
were analyzed on the basis of the existing problems, and the calculation process was
optimized by using tensor operation characteristics, so as to analyze and deconstruct
the irregular data through various multi-dimensional data representation methods,
instead of the data values.
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Semantic analysis of English
vocabulary based on random feature

selection

Jufang Gong1

Abstract. The false statements of English fact on the Internet have seriously affected peo-
ple’s effective access to information, and how to determine whether the English fact statement is
semantically credible becomes an urgent problem to be solved. A kind of Multi-answer English
fact Statements Verification model (MFSV) based on random feature selection for the English vo-
cabulary is proposed in this paper. In view of the characteristics of English fact statements, this
model collects the English vocabulary information that is related to the English fact statements
to be verified from the Internet, and measures the random feature selection corresponding to the
English fact statements. At the same time, this model takes into consideration the difference in the
semantic credibility of the relevant English vocabulary information, measures the semantic cred-
ibility of the relevant English vocabulary information source from the two aspects of popularity
and importance, and obtains the semantic credibility ranking of the relevant English vocabulary
information. According to the random feature selection and the semantic credibility ranking, the
contribution of the relevant English vocabulary information to the semantic credibility verifica-
tion of the corresponding English fact statements is measured, based on which the verification of
the semantic credibility of the English fact statements to be judged is realized. And a series of
experiments have verified the rationality and accuracy of the semantic verification of the model.

Key words. English fact statements, random feature selection, semantic verification, seman-
tic credibility ranking.

1. Introduction

The Internet is an important source of information for people to obtain informa-
tion; however, false statements of English fact on the Internet have seriously affected
people’s effective access to information. Therefore, how to determine whether the
English fact statement is semantically credible becomes an urgent problem to be
solved. On the Internet, the English fact descriptive information is mainly expressed
in the form of English Fact Statement, which only expresses the true semantics of

1Department of Foreign Languages of Xiangsihu College, Guangxi University for Nationalities,
Nanning, Guangxi, 530008, China
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the information delivered, and such English fact statement is a semantically credible
English fact statement; on the contrary, the English fact statement is not credible.
According to the characteristics of the English fact statements, it can be seen that
for any negative English fact statement, there is always a corresponding affirmative
English fact statement, and the semantic credibility verification of the negative En-
glish fact statements can be realized through the semantic a credibility verification
of the corresponding affirmative English fact statement. In this paper, only the
credibility verification on the affirmative English fact statements is conducted.

When determining whether an English fact statement is semantically credible,
the unit of doubt in the English fact statement will be specified [1], that is, the
part in the English fact statement that the users need to verify. In this case, the
English fact statements can be regarded as the answer to a subject. When the
subject corresponding to the English fact statements has the only correct answer,
the English fact statement is the only answer to the English fact statement; on the
other hand, it is called the multi-answer English fact statement. For example, in the
specified English fact statement "Obama is American president", "Obama" is the
unit of doubt, and then the subject of the English fact statement corresponds to:
"Who is American president", and the answer to the subject is unique. Therefore,
the English fact statement "Obama is American” is the only answer to the English
fact statement. When the unit of doubt is designated as "American president", the
corresponding subject is "What is Obama", and the subject has multiple correct
answers, including "Obama is a Christian", "Obama is American president" and so
on. In this case, the English fact statement is a multi-answer English fact statement.

The basic idea of the information semantic credibility verification is to realize the
semantic credibility verification of the information by acquiring and analyzing the
English vocabulary information related to the information to be judged. Literatures
[2–3] put forward the verification method for the news information. Through ob-
taining the relevant information of the news information to be verified from the news
website, the consistency and objectivity of the content of the relevant information
and the news information to be verified is taken into consideration, so as to realize
the credibility verification of the news information semantics. Literature [4] puts
forward an event semantics credibility verification method. Through obtaining the
relevant information to be verified from the relevant website where the event occurs,
the relevance of the relevant information and the event to be verified is analyzed from
the three dimensions of time, space and characters. At the same time, the semantic
credibility of the information source is taken into account, to achieve the verification
function of the auxiliary users for the authenticity of the event. Literature [5, 6]
put forward an English fact statement semantic credibility verification system Ver-
ify that is irrelevant to the direct verification domain. Through the search engine,
Verify obtains the English fact relevant information to be verified, from which the
English fact that can be compared is identified; then, the relevant information of
the English fact that can be compared is obtained, respectively, and the rating is
conducted for the comparable English facts selected from the aspects of the English
vocabulary feature of the relevant information and the source features, and so on.
The one with the highest rating is the semantic credible English fact statement.
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In view of the defects of the aforementioned research work, this paper puts for-
ward a kind of new multi-answer English fact statement verification (MFSV) that
is irrelevant to the new domain. The model obtains the relevant English vocabulary
information of the English fact statements to be verified through the search engine.
In the process of verification of the English fact statements, the model takes into
account the supporting relationship between the relevant English vocabulary infor-
mation and the corresponding English fact statement, as well as the difference in
the semantic credibility of the relevant English vocabulary information, thus making
up for the defect of the first category of verification method [7]. In addition, the
process of using this model to conduct English fact statement verification, it is not
necessary to specify the unit of doubt of the English fact statements, or look for and
analyze the English fact statement that can be compared. Therefore, this model is
also applicable to the multi-answer English fact statement semantic credibility veri-
fication, so as to make up for the limitation of the second category of the verification
[8–9] in the multi-answer English fact statement verification.

2. Multi-answer English fact statements verification model
(MFSV)

English fact statements semantic credibility verification model MFSV is shown
in Fig. 1. The model consists of four modules: The relevant English vocabulary
information acquisition; random feature selection measurement; English vocabu-
lary information semantic credibility ranking; and English facts statements semantic
credibility verification. The input of the model is a statement of the English fact to
be verified, and the output is the result of the semantic credibility verification of the
English fact statement.

Fig. 1. Multi-answer English fact semantic credibility verification model MFSV

The related English vocabulary information acquisition module obtains the re-
lated English vocabulary information of the English fact statement to be verified.
As the model is to make verification based on the English fact statement that is
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irrelevant to the domain, the acquisition of the relevant English vocabulary infor-
mation is completed by the search engine. The input of the module is the English
fact statement to be verified. And the outcome is the relevant English vocabu-
lary information collection corresponding to the statement. The random feature
selection measurement module is used to calculate the random feature selection be-
tween the relevant English vocabulary information and the corresponding English
fact statement. Firstly, the sentences that make sense for the English fact state-
ment verification is extracted from the English vocabulary information; secondly,
the similarity between the sentences extracted and the corresponding English fact
statement is measured, so that the English vocabulary information and the ran-
dom feature selection of the corresponding English fact statement is obtained. The
input of this module is the relevant English vocabulary information and the corre-
sponding English fact statement. The output is the English vocabulary information
and the random feature selection of the corresponding statement. The semantic
credibility ranking module realizes the semantic credibility ranking of the relevant
English vocabulary information. In this module, through obtaining the Page rank
corresponding to the relevant English vocabulary information source (website) and
its position in the Alex ranking, the importance ranking and the popularity rank-
ing of the source of the relevant information is realized. From the combination
of these two ranking, the relevant English vocabulary information semantic cred-
ibility ranking can be obtained. The input of this module is the relevant English
vocabulary information source (website), and the output is the credibility ranking of
the English vocabulary information semantic. The English fact statement semantic
credibility verification module has realized the semantic credibility verification of the
English fact statements. In this module, according to the similarity of the English
vocabulary information and the corresponding English fact statement, as well as the
English vocabulary information semantics credibility ranking, the contribution of
other English vocabulary information to the corresponding English fact statement
verification is measured. Combined with the measurement on the contribution made
by the English vocabulary information, the semantic credibility verification of the
English fact statement is realized. The input of this module is the random feature
selection and the semantic credibility ranking of the relevant English vocabulary
information. And the output is the verification result.

2.1. Random feature selection measurement

The similarity between the relevant English vocabulary information and the cor-
responding English fact statements is the basis for the measurement of the sup-
porting relationship between the relevant English vocabulary information and the
corresponding English fact statement. And this section has described the calcula-
tion process of the similarity of the relevant English vocabulary information with
the corresponding English fact statements.

The random feature selection of the English vocabulary information ri and fs is
the similarity of the sentence of sti and fs. This paper has extended the sentence
similarity calculation method based on the semantics and word order [10], so as to
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realize the similarity measurement of sti and fs. The traditional sentence similarity
calculation method based on the semantics and word order does not take into account
the influence of the adjacent word of the influence of the adjacent word to the target
word on the acquisition of the matching word when generating the semantic vector
and work order vector through searching for the matching word of the target word.

In the sentence similarity calculation method described in this paper, it is con-
sidered that the semantics of the words in a sentence will be affected by the adjacent
words. Therefore, in the process of acquiring the optimal matching word for the
target word, the adjacent word to the target word is taken as an important factor
for measurement. And the optimal matching word acquisition algorithm is put for-
ward. And on this basis, the corresponding semantic vector and word order vector is
obtained. At the same time, in the process of the similarity calculation, the case of
the English vocabulary information negative corresponding English fact statement
is taken into consideration.

The similarity between the words is the basis of generating the semantic vectors
and word order vectors. The formula to calculate the similarity between the words is
shown in equation (1). Equation (1) calculates the similarity between the calculated
words w1 and w2. Symbols l and h represent the shortest distance between w1and
w2 in the Wordnet, and depth of the common category that both w1 and w2 belong
to in the Wordnet, respectively. When α = 0.2, β = 0.45, the similarity between the
words can be measured properly through equation

Sw (w1, w2) =

{
e−at · e

βh−e−βh

eβh+e−βh
, w1 6= w2 ,

1, w1 = w2 .

}
(1)

In equation (1), when w1 = w2, it is considered that the relevance is 1; in
addition, as in the actual situation, WordNet cannot completely cover all the words
that appear in the information, when w1 or w2 is not covered by the WordNet, there
is Sw (w1, w2) = 0.

Assuming that s1 is the sentence sti that is extracted from ri, and s2 is the cor-
responding English fact statement fs of ri. The next section describes the similarity
calculation process taking the calculation of the similarity of s1 and s2, for example.

Conduct the semantic vector correlation calculation. Through the generation of
the corresponding semantic vector of the sentence s1 and s2, the cosine similarity
between the semantic vectors is calculated, so as to realize the calculation of the
semantic vector correlation. Assuming that the word set after the suspension word
is removed from s1 and s2 is W1 = {w11, w12, · · ·w1n}, W2 = {w21, w22, · · ·w2n},
W = W1

⋃
W2 and W = {w1, w2, · · ·wk}, respectively. Assuming the corresponding

semantic vector to s1 is V1 = {v11, v12, · · · v1k}, the process to obtain the component
v1i is as follows:

(1) Suppose wi ∈W . If wi ∈W1, then v1i = 1.
(2) Let wi ∈ W . If wi /∈ W1, search for the optimal match word wbm for wi

(target word) in s1. If wbm exists, v1i = Sw (wi,wbm). Otherwise, v1i = 0 is the
process to obtain the optimal match word wbm.

Similarly to the method of obtaining V1, the semantic vector V2 corresponding
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to s2 can be obtained. The semantic vector correlation of s1 and s2 can be obtained
by calculating the cosine similarity of V1 and V2, as shown in the formula

Ss (s1, s2) =
V1 • V2
‖V1‖ • ‖V2‖

. (2)

Calculate the word order vector relevance. Through generating the word order
vector corresponding to the sentence, according to equation (3), and the word order
vector similarity between the sentences is calculated. O1 and O2 in Equation (3)
represent the word order vector of s1 and s2, respectively. The process to generate
the word order vector O1 = {o11, o12, · · · o1k} is as follows:

(1) Let wi ∈W1. If wi ∈W1, o11 is the position of wi in s1.
(2) Let wi ∈ W1. If wi /∈ W1, according to Algorithm 2, search for the optimal

match word wbm to wi in s1. If wbm is present, o1i is the position of wbm in s1.
Otherwise, o1i = 0. In the process of obtaining the word order vector, the optimal
value of the parameter ζ involved in Algorithm 2 is 0.4.

Sre (s1, s2) = 1− ‖O1 −O2‖
‖O1 +O2‖

. (3)

Conduct the random feature selection calculation. According the semantic vector
correlation and word order vector correlation, the random feature selection of s1 and
s2 can be calculated by equation (4). Since the sentences sti and s2 are the English
fact statements fs (corresponding to ri extracted from ri, s1 and s2) are expressed
using sti and fs in equation (4), respectively. And the optimal value of the parameter
θ in equation (4) is 0.85.

S (sti, fs) =



θSs (sti, fs) + (1− θ)S (sti, fs)

(ri does not have a negative tendency for fs) ,

− (θSs (sti, fs) + (1− θ)S (sti, fs))

(ri has a negative tendency for fs) .

(4)

Whether ri has the negative tendency to fs is verified according to whether
the process to obtain sti involves the negative grammatical dependency relationship
representation, and whether the negative adverb in ci, such as hardly, rarely, few,
seldom and so on. As can be known from Stanford Parser, the sentence correspond-
ing grammatical dependency between words can represent the negative tendency
that is clearly existent in the sentence. For example, when a negative word not
appears in a sentence, the corresponding grammatical dependency relationship is
neg. And when the negative conjunction, such as rather than, and so on, occurs,
it is reflected in the grammar dependency as conj_negcc, and so on. Therefore, it
is possible to determine whether there is negative tendency in the sentence through
the grammatical dependency relationship. In addition, when the negative adverbs,
hardly, rarely, few, seldom and so on appear in the sentence, it is also the basis to
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verify whether there is negative tendency in the sentence. Therefore, whether ri has
a negative tendency to fs can be determined according to the following rules:

(1) Whether the grammatical dependency relationships when sti is extracted from
ci includes the grammatical dependency relationship that represents the negative,
such as neg and conj_negcc, etc.

(2) Whether ci includes negative adverbs, such as hardly, rarely, few, seldom,
scarcely, never, little, etc. If one of these aforementioned rules is met, it is considered
that the corresponding English vocabulary information ri has the negative tendency
to fs. As this paper is to conduct the semantic verification for the affirmative English
fact statement, in the aforementioned negative tendency verification process, the case
that fs is the negative English fact statement is not considered.

2.2. English fact statement semantic credibility verification

According to the similarity of the relevant information to the corresponding state-
ment, the threshold value k is introduced, and the relevant English vocabulary in-
formation is divided into three categories:

(1) For the supportive English vocabulary information of the corresponding state-
ment, its set is expressed with Rpos, if S (ri, fs) ≥ k, ri ∈ Rpos.

(2) For the objection to the corresponding statement English vocabulary infor-
mation, and its set is expressed with Rneg, if |S (ri, fs)| ≥ k, and S (ri, fs) < 0,
then ri ∈ Rneg.

(3) For the neutral English vocabulary information, its set is expressed with Rneu,
if |S (ri, fs) < k|, ri ∈ Rneu. The contribution of the English vocabulary information
to the English fact statement to be determined is determined by the corresponding
semantic relevance and the ranking of the English vocabulary information in the
semantic credibility ranking. The contribution of ri to the semantic credibility ver-
ification of fs is S (ri, fs) /Crank. Symbols ∆pos, ∆negand ∆neu represent that the
optimal value of the summary k of the contribution of the English vocabulary infor-
mation in Rpos, Rneg and Rneuto the English fact statements is determined by the
experiment.

The basic verification method suggests that if the contribution of the English
vocabulary information supporting the statement is much greater than the contri-
bution of the information against the statement in the relevant English vocabulary
information corresponding to the English fact statement fs, the semantics of fs is
credible and vice versa, fs is the English fact statement with unconfirmed semantic
credibility. Through introducing the threshold value δ, according to the sum of ∆pos

and ∆neg the sum and the relationship with the size of δ, the semantic credibility
verification of fs can be achieved. Input the relevant English vocabulary informa-
tion set R to the English fact statement fs to be verified, the semantic credibility
ranking corresponding to R is Crank, and the similarity of the English vocabulary
information ri and the corresponding English fact statement fs is S (ri, fs), and
the threshold value is δ; the output of the algorithm is the result of the verification
on fs. Firstly, the relevant English vocabulary information ri = (i = 1, · · · , n) is
processed one by one, and ∆pos,∆neg are calculated; then the sum of ∆pos and ∆neg
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is calculated. If its value is greater than or equal to the threshold value δ (the value
of δ is determined by the experiment), then fs is the semantic credible English fact
statement (return Ture); on the contrary, fs is the English facts statement with
unconfirmed semantic credibility.

3. Experiments

In this paper, there is not public recognized data set existing in the English fact
statement semantic verification research field. Therefore, the English fact statements
are obtained from TREC2007 to constitute experimental dataset. 30 semantic cred-
ible unique answers to the English fact statements and 20 semantics credible multi-
answer English fact statements are randomly selected from TREC2007 to constitute
the dataset semantics credible English fact statement part. As in the TREC2007,
any semantic credible English fact has a corresponding English fact statement that is
close to it and without credible semantics, 50 corresponding non-semantically cred-
ible English fact statements are selected as the part of the non semantic credible
English fact statements in the dataset. In this paper, two related English vocabu-
lary information acquisition methods are provided as follows: To use the English fact
statement as the search engine to query and access to the relevant English vocabu-
lary information, which is referred to as FQ method for short; to use the keyword
collection of the English fact statement as the search engine to query and access to
the relevant English vocabulary information, which is referred to as the KQ method
for short. For any English fact statement, through yahoo boss 2.0, two methods of
FQ, KQ are used to obtain the first 150 search results (relevant English vocabulary
information). In addition, 13 graduate students with long-term Internet experience
annotate the English vocabulary information according to the relationship between
the obtained English vocabulary information and the corresponding English fact
statement. According to the annotation, the English vocabulary information can be
divided into three categories, including supporting corresponding statements, objec-
tion to the corresponding statements and irrelevant to the corresponding statements.

The rationality and accuracy of the MFSV, English semantic credibility verifica-
tion model are verified by carrying out a series of experiments.

(1) Through the experimental analysis, in the different English vocabulary infor-
mation acquisition methods (FQ and KQ), the distribution of the English vocabulary
information with the semantics containing the corresponding English fact statement.

(2) The value of the threshold k affects the classification of the relevant English
vocabulary information, thus affecting the accuracy of the English fact statement
verification, and the optimal value is obtained through the experiment.

(3) Analyze the ranking distribution of the English vocabulary information se-
mantic credibility in different relevant English vocabulary access modes.

(4) Analyze the influence of English vocabulary information quantity n, threshold
value δ, semantic credibility ranking and English vocabulary information acquisition
mode on the accuracy of basic verification method.

(5) The influence of n, semantic credibility ranking and the relevant English
vocabulary information acquisition mode on the accuracy of the SVM verification



SEMANTIC ANALYSIS OF ENGLISH VOCABULARY 399

method.
(6) Analyze the difference between the basic verification method and the SVM

verification method in determining the accuracy.
The experiment was conducted on the platform of Intel Core 2Quad2, 66GHz

processor and 2GB memory Windows 7.

3.1. Semantic credibility ranking of English vocabulary in-
formation

This experiment analyzes the distribution of the semantic credibility ranking in
two acquisitions modes FQ and KQ. Figures 2 and 3 show in FQ and KQ mode, when
the number of the English vocabulary information is 150 (n = 150), the distribution
of CBrank, CBGrank, CFrank and CFGrank, respectively. And the horizontal coor-
dinates represent the position of the English vocabulary information in the English
vocabulary information set. The vertical coordinates represent the semantic credi-
bility ranking of the English vocabulary information in the corresponding position.

Fig. 2. Semantic credibility ranking in FQ mode

It can be seen from Fig. 2, that the semantic credibility ranking is not signifi-
cantly related to the position of the English vocabulary information in the English
vocabulary information set. The semantic credibility of the English vocabulary in-
formation in the English vocabulary information set is not always lower than the
semantic credibility of the top ranking English vocabulary information. As CBGrank
and CFrrank take the Alexa ranking interval into consideration, CBGrank and CF-
Grank have the characteristics of large span compared with CBrank and CFrank. As
can be seen from Fig. 3, in the KQ mode, the semantic credibility ranking shows the
similar trend to Fig. 2; compared with the FQ mode, the relevant English vocabulary
information semantic credibility distribution in the FQ mode is more concentrated
(the span in the FQ and KQ under CFGrank is 26 ∼ 102 and 24 ∼ 96, respectively),
and the reason is the influence of the semantic information contained in the search
when the search engine returns the search result in the FQ method compared with
the KQ mode.

3.1.1. Verification case analysis The validity of the method described in this
paper is illustrated taking the English fact statement "English is the primary lan-
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Fig. 3. Distribution of the semantic credibility ranking in the KQ mode

guage of the Philippines" as an example. As "English is the primary language of the
Philippines" is a multi-answer English fact statement (when “English” is specified as
the unit of doubt, the statement is multi-answer English fact statement). In order
to show that the method described in this paper is still valid for the multi-answer
English fact statements, another English fact statement "Filipino is the primary
language of the Philippines" is verified at the same time; to illustrate the method
in this paper can also correctly verify the non-semantically credible statement, the
third English fact statement "Chinese is the primary language of the Philippines"
is verified. Using the SVM verification method described in this paper to verify the
above-mentioned English facts, and the verification result is that the first second En-
glish fact statements are true, and the third English fact statement is not true. This
case illustrates the validity of the method proposed in this paper in the verification
of the English fact statements.

4. Conclusion

This paper proposes a multi-answer English fact statements verification model
MFSV that is irrelevant to the domains selected based on random features. This
model realizes the semantic credibility verification of the English fact to be verified
by acquiring and analyzing the relevant English vocabulary information correspond-
ing to the English fact statement. In the process of semantic credibility verification
of the English fact statements, the random feature selection between the relevant En-
glish vocabulary information and the English fact statements, as well as the semantic
credibility of the relevant English vocabulary information is taken into account. And
the relevant English vocabulary information semantic credibility and other factors
are considered as well, based on which the contribution of the relevant English
vocabulary information to the English fact statement semantic credibility verifica-
tion, and realize the English fact semantic credibility verification. The verification
model does not require specifying the English fact statement unit of doubt, which
makes the verification model applicable for the unique answer to the English fact
and multi-answer English fact semantic verification. As the English fact statements
do not include the emotion and degree description, for the negative English fact
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statement semantic credibility verification, its semantic credibility verification can
be conducted through the corresponding affirmative English fact statements, so as
to help make the semantic credibility verification for the negative English fact state-
ment. Therefore, in this paper, verification is conducted mainly on the affirmative
English fact statements. The quality of the related English vocabulary information
is the prerequisite for the accurate determination of the English facts. When the
English facts to be verified are relatively complicated, the corresponding informa-
tion quality is relatively low, and it is difficult to make the correct verification to
such English facts. Therefore, in the future work, it is expected that the English
fact statements decomposition, rewriting and other technologies should be adopted
to access to the relevant high-quality English vocabulary information, so that the
semantic credibility verification for the English fact statements is more accurate.
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Wireless multimedia network feasible
path routing algorithm

Cailin Lu1

Abstract. The congestion routing algorithm based on the minimal set covering theory is
adopted to carry out inference only on the shared bottleneck path. When there are multiple path
congestions in the congested path, the inference performance of the algorithm decreases drastically.
Aiming at this problem, an improved Moore Relaxation Sub-gradient algorithm based on KMP
(hereinafter referred to as MRSKMP for short) on the basis of Kalman Maximum Posterior (here-
inafter referred to as KMP for short) is put forward. In view of the influence of the path coverage
in the algorithm on the inference performance of the algorithm, the cost problem is taken into
consideration on the basis of the guaranteed path coverage, so as to ensure the inference perfor-
mance of the algorithm. The experiment has verified the accuracy and robustness of the proposed
algorithm.

Key words. Congestion path inference, tomography, Kalman network model, Moore relax-
ation, Kalman maximum posteriori (KMP) criterion.

1. Introduction

With the increasing scale of the wireless multimedia network and the rapid growth
in the number of network terminal accesses, the number of routers/switches is in-
creasing, in addition to the network congestion caused by the physical path cut-off,
complex network structure and unreasonable routing principles will all lead to the
occurrence of network feasible path congestion, causing the sharp decline in the over-
all network performance and quality of service. The high network latency and high
packet loss rate of the wireless multimedia network caused by the feasible path con-
gestion may also be caused by the violation of the related service level agreements
(SLAs) such as Service Level Agreement (hereinafter referred to as SLA for short)
[1–2]. Therefore, the network manager needs to locate and handle the congestion in
the network in timely and accurate manner.

At present, domestic and foreign wireless multimedia network internal path per-
formance inference is mainly through two methods including the active detection and

1School of Information Technology and Engineering , Jinzhong University, 030619, Jinzhong,
Shanxi, China
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passive detection. In this paper, the active detection of path performance based on
a small number of end-to-end (E2E) path detection methods [3–5] is proposed, as it
has the advantages of not involving user privacy, real-time performance, small cost,
and little impact on the network performance and other advantages, it is preferred
by network operators and research scholars at home and abroad. At present, by
the application of Boolean algebra, the method of congestion path inference based
on the Smallest Consistent Failure Set (SCFS) theory [6] is adopted. When the
proportion of the congested path of wireless multimedia network is increasing, in
particular, when there are other congestion paths in addition to shared bottleneck
paths in a certain congestion path, the performance of algorithmic inference will
degrade due to the defects of algorithm theory. In addition, there are some litera-
tures on the active detection method in the probe deployment point [7–8] and E2E
contract path optimization [9–10] and other aspects, on the basis of the minimiza-
tion of cost, to cover as much path range in the wireless multimedia network to be
measured as possible. But it does not study the influence of path coverage changes
on the performance of algorithm inference. In addition, Boolean tomography makes
use of the priori probability of path congestion and CLINK algorithm of congestion
path inference based on Kalman theory, which can effectively avoid the dependency
of single time slot E2E path detection on time strong correlation. However, in the
case of large-scale wireless multimedia networks, it is difficult to solve the problem
due to the sparseness of the system matrix coefficient matrix to be solved by the
path prior probabilities, it tends to lead to the failure of the solution, and no good
solution has been proposed in the literature so far.

In view of the aforementioned problems, based on the practicality of Boolean
tomography, this paper proposes an improved Moore Relaxation Sub-gradient algo-
rithm based on KMP (MRSKMP) based on Kalman Maximum A-Posterior (KMP)
for large-scale wireless multi-media network feasible path congestion scenario is pro-
posed. Considering the degree of network user and manager’s tolerance to the wire-
less multimedia network congestion, the Path Congestion Time (PCT) parameter
is introduced in the process of path prior probabilistic learning, and the E2E path
with number of congestion less than PCT in the process of N times of E2E perfor-
mance detection is regarded as the normal path. By removing the normal path and
the transit path, the congested routing matrix and the congestion Kalman network
model in the wireless multimedia network to be measured are constructed during the
learning process of path congestion priori probabilities. In the process of congestion
path inference, firstly, the normal path and transit path are removed from the con-
gestion Kalman network model which is constructed during the learning process of
path congestion priori probabilities, and the remnant congestion routing in the pro-
cess of congestion path inference is obtained. Finally, based on the KMP criterion,
the wireless multimedia network congestion path inference problem is transformed
into the Set Cover Problem (SCP), and the MRSKMP algorithm proposed in this
paper is used to solve the SCP iterative solution within the polynomial time.
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2. MRSKMP algorithm

In this paper, a feasible routing algorithm MRSKMP for the large-scale wireless
multimedia network is proposed, which mainly consists of three parts:

(1) E2E path and probe deployment optimization. Based on the guaranteed path
coverage, according to the wireless multimedia network topology to be measured,
the E2E contract detection path and contract routing probe deployment location
optimization is conducted.

(2) Path congestion priori learning. According to the result of N times of E2E
path performance measurement, the learning algorithm covered congestion priori
probabilities of each path are obtained.

(3) Current time congestion path inference. According to the congestion status
of each E2E path at the current inference time, the set of path where congestion is
most likely to occur in the current wireless multimedia network is deduced based on
the KMP criterion. And the algorithm block diagram is shown in Fig. 1.

3. Congestion Kalman network model and congestion routing
matrix construction

The Kalman network model is a directed acyclic graph (hereinafter referred to
as DAG for short), which can be expressed by the equation

G = (v, ε) , (1)

where v represents the node, and ε represents the directed edge of the connected
node. In the Kalman network, each node stores a conditional probability table.
When the node is a known evidence node, the condition probability table is the
priori probability distribution of the node. According to the causality in the graph
and the consistent conditional probability and prior probability, the unknown hid-
den node state can be inferred through the evidence node. When constructing the
Kalman network model for the wireless multimedia network, the set of state vari-
ables Y =

(
y1, . . . , yi, . . . , ynp

)
of each E2E path is the observation nodes in the

Kalman network. The state variables X = (x1, . . . , xj , . . . , xnc
) of each E2E path’s

transit path are hidden nodes. In order to carry out the congestion path inference,
it is necessary to construct the congestion Kalman network model of the wireless
multimedia network to be measured at the time of inference.

Definition 1. E2E path Pi congestion, its state variableyi = 1; normally, yi = 0.
Similarly, in path congestion, its state variable xj = 1; normally, xj = 0

The Kalman network inference model constructed by the wireless multimedia
network is shown is Fig. 2.

When the congested path inference is carried out in the wireless multimedia
network, as the path where the congestion path is located must be the congested
path, in order to simplify the inference process, the normal path and the transit
path in the wireless multimedia network can be omitted in the consideration.

Definition 2. Remove each of the E2E probed normal paths (observation nodes)
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and the transit paths (hidden nodes) and connect the directed edges in the Kalman
network model constructed in the wireless multimedia network to be measured,
then the congestion Kalman network model of the wireless multimedia network to
be measured is obtained.

Fig. 2. Kalman network inference model of wireless multimedia network

The process of congestion path inference in this paper includes the construc-
tion process of two congestion Kalman network models, which are divided into the
construction of the congestion Kalman network model in the wireless multimedia
network path congestion priori probabilities learning process and the construction
of the congestion Kalman network model in the congestion path inference process.

3.1. Construction of congestion routing matrix in the learn-
ing process

In the path congestion priori probability learning process, the congestion routing
matrix is used as the coefficient matrix in the system of linear equations. Therefore,
it is necessary to construct the Kalman network model and the congestion routing
matrix in the learning process. N times of snapshots are performed for each E2E
path of the wireless multimedia network to be measured. When the path congestion
number does not exceed the set threshold PCT (Path Congestion Time), the path is
normal and the transit path is also normal. On the contrary, the path is congested.
The size of the parameter PCT can also be set according to the degree of congestion
tolerance of the wireless multimedia network to be measured according to the net-
work user or manager. If the network performance requirement is high, PCT = 0
can be set. That is, in N times snapshot, as long as there is path congestion in one
time of detection, then the path is congested. Remove the normal path and transit
path from the Kalman network model of the wireless multimedia network as shown
in Fig. 3, then the congestion Kalman network model in the learning process of the
path congestion priori probabilities can be obtained.

Fig. 3. Congestion Kalman network model of wireless multimedia network



408 CAILIN LU

Remove the normal path and the transit route path corresponding matrix rows
and columns in N times of E2E path snapshots from the linearly independent sim-
plified path matrix D′, and linearly independent simplification is performed again
to obtain the path congestion routing matrix D′′ of the wireless multimedia network
to be measured in the path congestion priori probability learning process. N = 30
times of E2E path detection is performed for the wireless multimedia network as
shown in Fig. 2, and the path P2 remains normal all the time, then the path P2 and
the state variables x1, x4, X6 corresponding to the transit path L1, L4 and L6 as well
as the connected directed edges can be removed from the wireless multimedia net-
work Kalman model as shown in Fig. 3, and the congestion Kalman network model
in the solving process of the priori probabilities can be obtained after the removal.

Similarly, remove the matrix rows and columns corresponding to the congestion
path in the decorrelation reduced matrix D′, and the matrix after the removal is D′

1

in the form

D′
1 =

L1
1
1
1
1
0

L2

0
0
0
0
1

L3

1
0
0
0
0

L4

0
1
1
1
0

L5

0
0
0
1
1

L6

0
1
0
0
0

L7

0
0
1
0
0

L8

0
0
0
1
0


P1

P2

P3

P4

P5

⇒ D′
1 =

=

L2
0
0
0
1

L3

1
0
0
0

L5

0
0
1
1

L7

0
1
0
0

L8

0
0
1
0


P1

P3

P4

P5

. (2)

For the matrix D′
1: after de-correlation and simplification D′′can be obtained,

where D′′ = D′
1, as shown in the equation

D′′ =

L2
0
0
0
1

L3

1
0
0
0

L5

0
0
1
1

L7

0
1
0
0

L8

0
0
1
0


P1

P3

P4

P5

. (3)

In the inference of the congestion path, such as path P1 congestion, it is caused
by the congestion path L3, similarly, path L3 congestion is caused by the path L7.
The construction of the congestion Kalman network model can effectively reduce the
complexity of the congestion path inference.

3.2. Construction of the congestion routing matrix in the
inference process

In the process of the congestion path inference, it is necessary to construct the
remnant congestion routing matrix Dd to perform one time of E2E performance
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detection snapshot for the corresponding congestion path in the congestion Kalman
network model during the learning process of path congestion prior probabilities,
to obtain the performance results of each E2E path, and the remnant congested
Kalman-net model of the current congestion chain inference can be obtained by
removing the normal path in the detection results and the corresponding node as
well as the directed edge of the transit path in the learning process. In the same
way, the normal path at the time of inference and the transit path corresponding
matrix lines and matrix columns are removed from the congestion routing matrix
D′′ constructed during the learning process of path congestion priori probabilities.
After the linearity-independent simplification, the remnant congestion matrix Dd of
the wireless multimedia network to be measured in the congestion path inference
can be obtained. As shown in Fig. 2, for the wireless multimedia network, in the
inference process, if the measured path P4 is a normal path, the remnant congestion
routing matrix is shown in the following equation

Dd =

L2
0
0
0
1

L3

1
0
0
0

L5

0
0
1
1

L7

0
1
0
0

L8

0
0
1
0


P1

P3

P4

P5

⇒ Dd =

L2 0
0
1

L3

1
0
0

L7

0
1
0

 P1

P3

P5

. (4)

4. Experimental verification

In order to validate the effectiveness and accuracy of the routing algorithm, three
different types and scales of Waxman, BA and GLP are generated respectively by
Brite topology generator. Among them, the Waxman model is the representative
based on the random graph model, and the node degree value in the model increases
with the number of nodes, but the random graph model cannot generate a network
with many nodes but the one with small node average value. As the scale of the
wireless multimedia network continues to expand, new router nodes tend to connect
to the "Big nodes" with high values, when they join the Internet. Based on these
two features, the scale-free network model BA and GLP with the power distribution
of degree distribution are constructed so as to better verify the performance of the
proposed algorithm in different Internet environments, and experiment is conducted
to compare the algorithm performance under the three kinds of topological network
models.

The topology model is introduced to complete the construction of the network to
be measured through the Eclipse platform, and all the routing algorithms are used
to verify the congestion path inference experimental verification. In the experiment
of congestion path inference, the shortest path first principle of the wireless multi-
media network routing algorithm is simulated, and the ICMP protocol is used to
perform the snapshots (including Traceroute and Ping) respectively, and E2E path
and route path and E2E path performance measurement values are obtained. The
RNM (Random Number Model) in this paper is applied to simulate the congestion
events generated by the path covered by the algorithm in each snapshots of the
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wireless multimedia network to be measured.
In this paper, the parameters of the proposed algorithm mainly include:
When DTV-router degree≤DTV, the router is taken as the pre-selected transceiver

router, and automatically optimized according to the value of ρ for DTV;
In the PCT-N times E2E path detection, the path with number of congestion

less than ≤ PCT is normal. The algorithm defaults to set N = 30 and PCT = 0;
LCR (Link Congestion Ratio) - parameters set in the MRSKMP algorithm sim-

ulation experiment. That is: the ratio of the congestion path to the path covered by
the algorithm, with the value taking range of [0, 1]. By selecting the path random
number assigned from large to small according to LCR to obtain the congestion
path of each snapshots. The detection rate DR and the false positive rate (FPR)
is used to evaluate the congestion path inference result of the MRSKMP algorithm
proposed in this paper. In order to reduce the effect of the random number model
on the inference performance of the algorithm, the DR and FPR in each experiment
are the results obtained after averaging the 10 experimental results under the same
parameters.

The calculation formula of DR and FPR is shown in equation

DR =
F ∩X
F

FPR =
X\F
X

, (5)

where F is the actual congestion path and X is the congestion path deduced by the
algorithm. The simulation experiment process is shown in Fig. 4 as the following.

In order to verify the effectiveness and accuracy of the proposed MRSKMP algo-
rithm in congestion path inference, Brite topology generator is adopted to simulate
wireless multimedia network models Waxman, BA and GLP with different types and
sizes by the default parameters, and compared with the CLINK algorithm on the
inference performance.

For the wireless multimedia network model with the scale of 150 nodes, CLR
changes from 0.05∼0.6, and DR and FPR of the two algorithms under optimal DTV
are shown in Fig. 5.

In different types of wireless multimedia network model, MRSKMP algorithm
inference performance is superior to CLINK algorithm. With the increase of CLR,
DR shows a decreasing trend. The DR of the two algorithms is the highest under the
GLP model, followed by the BA and Waxman models. As Waxman is a stochastic
model, the path is relatively long, while BA and GLP are power-rate models, in
which some routers have larger values and share more paths than Waxman’s model
in the wireless multimedia network model topology. Therefore, in the Waxman
model, DR has decreased significantly compared with GLP and BA model. When
CLR < 0.2, the inference performance of MRSKMP and CLINK algorithm in GLP
and BA model is not very different. However, when CLR > 0.2, the inference per-
formance of MRSKMP algorithm is better than CLINK algorithm in Waxman, BA
and GLP models, and when CLR increases, the inference performance advantage is
more significant, demonstrating the performance advantage of MRSKMP algorithm
under feasible path congestion. As the CLR increases, the performance degradation
of the MRSKMP algorithm is slower than that of the CLINK algorithm. CLRR is
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Fig. 4. Simulation experiment process

less than 55% in GLP and BA model, and only 40% in Waxman model; and DR
still remains about 75 in DRP model, and is 65% and 55% and above in the BA
and Waxman model respectively. Both algorithms have the lowest FPR in the GLP
model, followed by the BA and Waxman models. With the increase of CLR, FPR
first shows a slowly rising trend, and when CLR reaches a certain percentage, FPR
shows a downward trend.
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Fig. 5. Comparison of the inference performance of two algorithms under different
CLR (number of nodes = 150)

4.1. Influence of different network scale on the algorithm

In order to verify the inference performance of the algorithm in different wireless
multimedia network types and scales, the Waxman, BA and GLP network topolog-
ical model with the node number 50∼500 generated by Brite is adopted. Set the
feasible path congestion scenario, CLR = 0.5. DR and FPR of MRSKMP algorithm
and CLINK algorithm are shown in Fig. 6.

From Fig. 6, the inference performance of the two algorithms in different types
and scales of wireless multimedia network models decreases slowly with the increase
of network scale. Among them, MRSKMP algorithm is superior to CLINK algorithm
in the reference performance for the Waxman, BA and GLP model, and DR is highest
in the GLP model, followed by BA and Waxman model. In the GLP model, FPR is
the lowest, followed by the BA and Waxman model. The inference FPR of the two
algorithms in the Waxman, BA and GLP models remain basically stable with the
increase of the wireless multimedia network scale. And FPR in the GLP model is
lower than that in the BA and Waxman models. Under the three different network
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models, the difference of the congestion path inference FPR between the MRSKMP
and the CLINK algorithm is small. When CLR = 0.5, the average FPR of the
MRSKMP algorithm is slightly higher than that of the CLINK algorithm.

Fig. 6. Comparison of the inference performance of two algorithms CLR = 0.5
under different network scale

5. Conclusion

This paper proposes a congestion path routing algorithm MRSKMP in the sce-
nario of a large scale wireless multimedia network with feasible path congestion. The
path coverage and the number of E2E probe paths and the probe deployment over-
head are taken into account through degree threshold optimization, so as to cover
as many paths to be measured as possible; based on the remnant congestion routing
matrix and KMP criterion at the time of inference, the improved Moore relaxation
sub-gradient algorithm is adopted to infer the set of paths where congestion is most
likely to occur. And the experiment has verified the accuracy and robustness of the
algorithm proposed in the paper.
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Fault diagnosis of smart grid based on
improved immune optimization

algorithm1

Hongna Li2, 3, Hui Zhao2, 4, 5

Abstract. Aiming at the problem of fault diagnosis of smart grid, an improved immune opti-
mization algorithm was proposed in this paper. Firstly, the idea of chaos algorithm was integrated
into the immune optimization algorithm to make the algorithm have stronger global optimization
ability; secondly, an improved mutation operator was proposed to make the algorithm be in the
vicinity of the current optimal solution for local search, so as to strengthen the local search capabili-
ties. Simulation results show that the performance of the improved immune optimization algorithm
is superior to that of the traditional immune optimization algorithm, and it has better stability
and search ability, and is more suitable for applications requiring high stability and accuracy.

Key words. Smart grid, fault diagnosis, immune optimization, chaos algorithm.

1. Introduction

With the increase in the type of electricity, the levels of distribution network
voltage continue to increase, and the structure of distribution network is also more
complex. Electrical wiring aging, man-made operational errors or natural disasters
and other reasons have caused the occurrence of the distribution network. Therefore,
how to improve the speed of fault diagnosis and the efficiency of distribution network
has become a hot research topic.

In order to meet the goal of actual fault diagnosis and realize the goal of fault
location and fast location in the distribution network, many experts and scholars
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who engage in the electric power research and fault location research at home and
abroad have put forward many methods. In reference [1], the binary group intelligent
algorithm was used to optimize the fault diagnosis of the smart grid. In reference
[2], the binary particle swarm optimization algorithm was used to optimize the fault
diagnosis of the smart grid. In reference [3], an improved genetic algorithm was used
to optimize BP-NN to optimize the fault diagnosis of smart grid.

The immune optimization algorithm is an intelligent optimization algorithm de-
veloped in recent years [4, 5], which draws on the immune system to deal with the
performance of the pathogen. As with the genetic algorithm, the immune optimiza-
tion algorithm has been optimized according to the law that “it is not the strongest
of the species that survive, but the one most responsive to change” in body system.
Immune evolutionary algorithm, as an intelligent algorithm with global optimization
ability, generates the offspring population based on the optimal solution of the pre-
vious generation, and then uses the convergence of the best individual instead of the
population’s convergence, which has good adaptability and distribution. Therefore,
immune evolutionary algorithm has been applied in many optimization problems be-
cause of the excellent effect. But the algorithm is easy to fall into the local optimum,
and the convergence is slow.

In this paper, an improved immune algorithm was proposed to solve the problem
of intelligent fault diagnosis. A new mutation operator was proposed, which not
only has the ability of global optimization, but also improves the convergence speed.
The simulation results show that the improved algorithm is effective.

2. Methodology

The idea of establishing the optimal model for fault diagnosis of smart grid is to
establish a model to minimize the optimization goal based on the logical relationship
between the faulty elements and the protection and switching action. Then the fault
diagnosis problem is transformed into the 0–1 programming problem, so that the
corresponding optimization algorithm can be optimized to obtain an optimal failure
hypothesis.

2.1. Factors affecting the smart grid fault diagnosis

The factors that affect the fault diagnosis of the smart grid can be summarized
into four categories: protection and error actions in circuit breaker, error reporting
in information transmission, incomplete model building, uncertainties in time and
space dimensions.

When there is a problem in the related equipment in smart grid, the device with
the protection device can quickly make the action, in order to jump the corresponding
circuit breaker, so that the problem of equipment will be isolated, and other normal
equipment can continue to work without affected. However, when the protection
or circuit breaker malfunction causes errors in other normal equipment operation,
it will lead to power failure in grid area that should not have been affected, thus
making things more serious.
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During the process of transmission of information in smart grid system, the
important information transmission distortion in the smart grid system is caused
by the errors of the relevant equipment in the sampling process, the unexplained
interruption of the channel or other reasons, which will cause the problem of failure
to report information in a timely manner, or to report a delay, thus leading to false
positives and making troubleshooting more difficult.

In recent years, there has been lots of research on smart grid fault diagnosis,
and research on diagnostic model has also made great progress. Most of the major
models consider the error reporting in the smart grid equipment, protection and
circuit breaker action and transmission of information, but these factors are not
perfect with several problems: the possibility of expansion faults caused by power
grid equipment are not considered. The consistency of protection action is not taken
into account in the measurement function. Sampling data is mainly taken from fault
diagnosis, which lacks the overall consideration.

When the fault occurred in the normal work of the smart grid, there is no way to
know in advance that how long the failure occurred and how many times it occurred
during malfunction. The fault problem may be found in 10 seconds if problem is
quite simple. Once the fault problem becomes serious, the time will be extended to
a few minutes, and different time period will result in difference in the number of
fault events. So the time and space dimensions in the fault diagnosis of the smart
grid have uncertainties.

Based on the idea of reference [6], the fault diagnosis problem of the smart grid
is expressed as the minimization of the objective function shown in the equation

E(S) =

nr∑
k=1

|rk − r∗k(S)|+
nc∑
j=1

∣∣cj − c∗j (S,R)∣∣ , (1)

where S is an n-dimensional vector representing the state of the elements in the
system (n is the number of elements in the system). Equality Si = 0 represents that
the ith element is normal; Si = 1 means that the ith element is faulted. Symbol nr
denotes the total number of protection, nc is the total number of circuit breakers,
rk is the kth element in R representing the real state of the kth protection (non-
action state or action state), in which R is the nr-dimensional vector representing
the actual state of the nr protection. Quantity r∗k(S) is the kth element in R∗(S)
representing the desired state of the kth protection; if the kth one protects this
action, then r∗k(S) = 1, or r∗k(S) = 0; R∗(S) is the nr-dimensional vector representing
the expected state of the nrth protection. The value of R∗(S) was decided by the
state of S; cj is the jth element in C representing the real state of the jth circuit
breaker. Equality cj = 0 means that the jth circuit breaker is in the un-tripped
state, cj = 1 means that the jth circuit breaker is in the tripped state. Symbol C
denotes the nc-dimensional vector representing the actual state of the ncth circuit
breaker and c∗j (S,R) is the jth element in C∗(S,R) representing the expected state
of the jth circuit breaker. If the jth circuit breaker ought to trip, then c∗j (S,R) = 1,
or c∗j (S,R) = 0. Symbol C∗(S,R) denotes the nc-dimensional vector representing
the expected state of the ncth circuit breaker. The value of C∗(S,R) was decided
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by the states of S and R.
Based on the above model, it can be found that the model exhibits some flaws,

leaves out of consideration on switch and wrong action in the circuit breaker, such
as malfunction and refusal. Therefore, new factors can be added into the modeling
on the basis of the above model [7]. The model is as follows:

E(G) =

Z∑
i=1

∥∥∥ri = r
′

i

∥∥∥+ K∑
i=1

∥∥∥ci = c
′

i

∥∥∥+
+ w1

Z+K∑
i=1

‖di‖+ w2

Z+K∑
i=1

‖mi‖+ w3

2Z+2K∑
i=1

‖Fi(S,R,C,M,D)‖ (2)

In the above model expression, ‖·‖ represents the norm of the logical variable;
on the right side of the above equation, the first two items are the false action logic
of the protection and circuit breaker representing the error report of the warning
message. On the right side, the third and fourth items represent abnormal action
of protection of a circuit breaker, and the last one represents the constraints of the
model; w1, w2, and w3 are the model weights. Particularly, w1 and w2 represent the
weights of abnormal action of protection and circuit breaker, while w3 is the model
of the protection factor.

The weight value of the model has great influence on the practicability of the
model. The correct weights represent the model more practical, therefore, the weight
of the model should be chosen. Weight w3 as the guaranteed coefficient of the model
has greater value than 1, and w1 and w2 represent the weights of abnormal action of
protection and circuit breaker. We set the sum of w1 and w2 to 1, and their further
identification is carried out by the AHP method.

Analytic Hierarchy Process divides the factors related to decision-making into
target layer, scheme layer and criterion layer. The decision-making mode is quanti-
tative and qualitative analysis for relevant factors, which was proposed by Suttie, a
famous American operational research expert, in the early 1970s of 20th century.

Analytic Hierarchy Process refers to regard a complex decision-making problem
with multiple decision objects as a multi-layer system. It divides the goals of decision
into multiple targets or criteria, and then divides them into several levels with certain
indexes and constraints. The qualitative index fuzzy quantification method is used
to calculate the single rank and the total ranking of the hierarchy, which can be used
as the multi-objective and multi-scheme system method to optimize the decision [8].
Since it can be turned into simple-weight polynomials, this method has been applied
to many practical optimization problems [9].

The steps for the determination of weight are:
(1) The first step is to establish hierarchical structure, the top layer is abnormal

action of the protection and circuit breaker. The bottom layer is the object layer,
namely, the rejecting action of protection and circuit breaker, and malfunction of
protection and circuit breaker.

(2) The second step is to construct a 6-person decision-making group, the individ-
ual can judge two factors according to the relative importance of the scale method,
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so as to obtain pairwise comparison matrix according to the judgment results.
(3) The third step is to calculate the maximum eigenvalue of each comparison

matrix and its corresponding eigenvector.
(4) The fourth step is to use consistency indicators for testing, if they pass the

test, the normalization of the feature vector can be obtained after the weight vector.
(5) The final weight of each factor is the average of the six groups of weight

vector.
Finally, the analytic hierarchy process can be drawn: w1 = 0.64, w2 = 0.36.

2.2. Improvement of the algorithm

The artificial immune optimization algorithm is an optimization algorithm for
simulating the immune system of the human body and a new intelligent optimization
algorithm based on the immune system. The immune algorithm is characterized by
the diversity of the population and the maintenance mechanism of the algorithm.
Compared with other algorithms, it avoids to dealing with more difficult precocious
problem. And it performs well in global optimization. The occurrence time of
algorithm is later than some of the classic intelligent algorithm. The theory has
developed just over a decade. Farmer and other scholars in the 1980s proposed basic
framework of the immune system based on the immune system theory to explore the
connection between immune system and other artificial intelligence methods, thus
creating the immune system.

General steps of immune algorithm is as follows:
(1) Analyze problems that needed to be resolved. Figure out the solution of the

mathematical model.
(2) Generate the first generation population. Randomly generate Nth individ-

uals, and then compose the first generation solution population with the use of m
individuals taken from Memory Bank, where m is the number of individuals inside
the memory.

(3) Evaluate the above individuals within the population. The evaluation of the
individual in the immune optimization algorithm is based on the expected reproduc-
tion rate P of the individual.

(4) Generate the parent population. The initial population is sorted in descending
order by the expected reproduction rate P , and then the previous individual is
extracted to form the parent population; and the previous individual is placed in
the memory bank.

(5) If the maximum number of iterations is reached, the algorithm terminates;
if the maximum number of iterations is not reached, the algorithm continues to be
optimized.

(6) Generate new populations. According to the optimization result obtained
in the step (4), the antibody is crossed, selected and mutated to generate new
population, and then the individuals in the memory are taken out to form new
population.

(7) Go back to perform step (3).

Some definitions of immune algorithm include:
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The affinity between the antibody and the antigen in the algorithm is used to
indicate the recognition degree of the antigen by the antibody, the affinity function
is AV = 1

FV
, where FV is the objective function, namely, the optimization model:

E(G) =

Z∑
i=1

∥∥∥ri = r
′

i

∥∥∥+ K∑
i=1

∥∥∥ci = c
′

i

∥∥∥+
+w1

Z+K∑
i=1

‖di‖+ w2

Z+K∑
i=1

‖mi‖+ w3

2Z+2K∑
i=1

‖Fi(S,R,C,M,D)‖ .

The affinity between the two antibodies represents the degree of similarity be-
tween the two antibodies, and the immune optimization algorithm expresses the
affinity by the equation

Sv,s =
kv,s
L

, (3)

where kv,s is the same number of bits between antibody v and antibody s; L is the
length of the antibody. Finally,

CV =
1

N

∑
j∈N

Sv,s , (4)

where N is the total number of antibodies. Quantity Sv,s is given as

Sv,s =

 1 Sv,s > T ,

0 others ,

where T is a preset threshold value.
In a population, the expected reproductive probability of an individual is de-

termined on the basis of both the antibody-antigen affinity AV and the antibody
concentration CV namely:

P = α
AV∑
AV

+ (1− α) CV∑
CV

(5)

where α is constant. According to the above formula, it can be seen that the greater
the adaptability value of the corresponding adaptability, the greater the expected
reproductive probability. The larger the value of the individual corresponding con-
centration, the smaller the expected reproductive probability. It not only strength-
ens the individual with high adaptability, but also weakens the individual with high
concentration, and then maintains the individual diversity.

Because the clonal selection in immune algorithm is mainly judge on the basis of
the size of the affinity. Only the larger affinity and stronger combining capacity of
antibody can be maintained to the next step optimization. Mutation operation is
relatively antibody with strong binding capacity. Therefore, the algorithm is easy to
fall into the local optimal solution, and the convergence speed is slow, so the immune
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algorithm is needed to be improved accordingly.

2.3. Introduction of chaos algorithm

The chaos algorithm has the characteristics of randomness and ergodicity, so it
can be searched completely within the set range, so it can jump out of the local op-
timal solution. So many optimization algorithms and chaos algorithm are combined
to optimize the effect.The chaos model used in this paper is Logistic mapping model
and its equation is:

xk+1 = λxk(1− xk) xk ∈ [0, 1] . (6)

In the above formula, λ is the control parameters, and its value is between 0
and 4. Logistic map is an irreversible range between 0 and 1. When λ = 4, the
system enters the so-called chaotic state. The initial point is set in any position,
and can generate points between 0 and 1. A logistic map is used to obtain a chaotic
point sequence, which is then transformed into a variable of the solution space of
the problem to be solved, and the optimal solution for problem can be searched.

In this paper, the chaotic algorithm is used to optimize the current optimal so-
lution, and the current optimal solution is mapped into the chaotic variable [0,1].
According to x

′

i = ci + diβ
(µ+1)
i , r chaotic variables are selected into the optimal

variables of the rth equation (4) to transfer the optimal variables into chaotic vari-
ables x

′

i, which is the variation range of the chaotic variable corresponding to the
range of the optimal variable. Here, cidi are the changed constant, i = 1, 2, · · ·r. Let

X = (x1x2 · · · xr), X
′
= (x

′

1x
′

2 · · · x
′

r) , (7)

and then, chaotic variables are encoded.

2.4. Improved mutation operator

In some traditional optimization algorithms, the mutation operator can realize
the searching in the whole solution space by the random position transformation.
The search ability of the algorithm is greatly enhanced, but the convergence speed
is slow due to the lack of regular search. The mutation operator which is the same
as the traditional mutation operator is proposed when the normal algorithm is opti-
mized. However, if necessary, the mutation operator can also search the near optimal
solution to strengthen a certain local search capabilities.

Definition: let N -dimensional optimal problem feasible region [li, ui], i = 0, 1, · ·
·, N , Suppose the parent is a1 = [a11a12 · · · a1N ]. After mutation of the offspring, im-
proved mutation algorithms are obtained Tmm(a1) =

[
a

′

11a
′

12 · · · a
′

1N

]
, which makes

it possible for different mutation operators to act on individual components accord-
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ing to different probabilities or remain unchanged:

a
′

1i =

 a1,i +N(0, 1), rand < pi,
a1,i, pi ≤ rand ≤ pj ,
l(i) + rand× u(i)− l(i)), rand ≥ pj ,

(8)

where i = 1, 2, · · ·, N,N(0, 1) is a random number obeying the standard normal
distribution; rand is a random number between [0,1] with uniform distribution.

In the equation, a1,i in the antibody a1 is the probability ofpi in Gaussian vari-
ation. That is, variation around the individual can enhance the local search ability
of the algorithm and improve the local search precision of the algorithm; the prob-
ability of 1−pj was used for the variation in global scope, which can maintain the
diversity of the population, improve the global search ability of the algorithm, and
make the whole group easily jump out of the local optimal.

3. Experiment simulation

In order to verify the effectiveness of this algorithm, taking the actual distribution
network system as an example. A simple scheme of the grid system is shown in Fig. 1.
In Fig. 1, S1 − S8are eight elements, c1 − c7 are circuit breakers. Finally, r1 − r20
are 20 protection devices.

Fig. 1. Actual distribution of network system

Taking the action information of 7 grid protections and circuit breakers as ex-
amples, algorithm in this paper is used to optimize

a. protect Bim, L2Rs, L4Rs action, switches QF4, QF5, QF7, QF9, QF12, QF27 were
tripped;
b. protect B1m, L1Sp, L1Rm action, switches QF4, QF5, QF6, QF7, QF9, QF11 were
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tripped;
c. protect B1m, B2m, L1Sm, L1Rp, L2Sp, L2Rm, action, switches QF4, QF5, QF6, QF7,
QF8, QF9, QF10, QF11, QF12 were tripped;
d. protect T3p, L7Sp, L2Rp action, switches QF14, QF16, QF29, QF39 were tripped;
e. protect T5s, T6s action, switches QF22, QF23, QF24, QF25 were tripped;
f. protect T7m, T8p, B7pm, B8m, L5Sm, L5Rp, L6Ss, L7Sp, L7Rm, L8Ss action, switches
QF19, QF20, QF29, QF30, QF32, QF33, QF34, QF35, QF36, QF37, QF39 were tripped;
g. protect L1Sm, L1Rp, L2Sp, L2Rp, L7Sp, L7Rm, L8Sp, L8Rm action, switches QF7,
QF8, QF11, QF12, QF29, QF30, QF39, QF40 were tripped.

As can be seen from Table 1, the optimization results in this paper are the same as
those in reference [9], which proves that the proposed algorithm can effectively solve
the fault diagnosis problem of the smart grid, which can be found in the convergence
algebra. This algorithm can converge to the global optimal solution more quickly
when solving the same problem.

Table 1. Optimized results

Sequence of
grid action
information

Optimized re-
sults of refer-
ence [11]

Mean con-
vergence
generations

Optimized re-
sults of algo-
rithm in this
paper

Mean con-
vergence
generations

a B1 23 B1 36

b B1L1 53 B1L1 145

c B1B2L1L2 69 B1B2L1L2 98

d T3T7 53 T3T7 79

e A3 59 A3 82

f L5L7B7B8T7T8 97 L5L7B7B8T7T8 148

g L1L2L7L8 87 L1L2L7L8 135

In order to directly prove the performance of the improved algorithm, b was
taken as an example to simulate the experiment. Figure 2 shows the simulation
results. The results of the optimal adaptability value and the average adaptability
value were compared. And the average adaptability value is higher. In the later
period, the algorithm can converge to the optimal solution nearby.

In order to further verify the optimization performance of the algorithm, the
algorithm in this paper was compared with the immune optimization algorithm, b.
and c. were taken as examples to optimize, and then the performance of the proposed
algorithm and the traditional immune algorithm in the different specifications of the
smart grid fault optimization was compared. The results are shown in Figs. 3 and 4.

From the simulation in Fig. 2, it can be found that, compared with the tradi-
tional immune algorithm, the integration of the chaotic algorithm has the following
advantages:

(1) It can strengthen the global search ability of the algorithm.
(2) It can improve the mutation operator, which can make the mutation operation



424 HONGNA LI, HUI ZHAO

Fig. 2. Convergence curve of the algorithm

Fig. 3. Convergence of algorithm (example b.)

in the vicinity of the current optimal solution speed up the convergence rate, thus
improving immune algorithm in the optimization efficiency.

Compared with the traditional immune algorithm, the integration of the chaotic
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Fig. 4. Convergence of algorithm (example c.)

algorithm can exhibit a good performance, which can ensure a faster convergence to
the optimal solution, so as to find a better solution.

4. Conclusion

In this paper, an improved immune algorithm was proposed to solve the problem
of smart grid fault diagnosis, and the idea of chaos algorithm was put forward.
The current optimal solution of the iteration of the algorithm will not fall into
local optimization and enhance the global optimization ability of the algorithm, and
a new mutation operator can make the mutation operation in the vicinity of the
current optimal solution, so that the improved algorithm not only has the ability of
global optimization, but also improves the convergence speed. Finally, in this study,
the optimization of the power network diagnosis problem was compared with the
traditional immune algorithm, and the effectiveness of the algorithm was proved.
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Leakage monitoring algorithm of water
supply pipe network based on
information entropy difference1

Zhixia Han2

Abstract. In order to improve the performance of leakage monitoring and reduce the con-
straint of single discrimination parameter in unit process, this paper proposes a leakage monitoring
algorithm for water supply pipe network based on information entropy difference. Firstly, the
Kalman set is used to predict the fault quickly. Secondly, the parameter fault coverage is intro-
duced. The information entropy difference is used to filter the fault. Finally, the entropy difference
of the parameter fault information is defined to complete the source leakage monitoring. The sim-
ulation results show that the fault set predicted by this algorithm has compressibility, and the set
of faults after screening retains the real fault, and has higher fault detection rate and lower false
alarm rate.

Key words. Information entropy difference, leakage monitoring, Kalman set, information
entropy.

1. Introduction

As the amount of data carried in the network increases, the survivability of the
network is increased and the loss caused by the network fault is reduced. This is of
great significance. In order to realize the timely recovery of network fault-missing
service, fast and accurate leakage monitoring and monitoring mechanism is needed.
Therefore, as an essential part of survivability research, high performance monitoring
algorithm has been a hot research topic both at home and abroad [1, 2].

The alarm obtained by the monitoring module in the network can be regarded
as an external symptom of the fault. According to the collected symptom set, the
most likely water supply network leakage collection can be predicted, and the root

1This work was support by the Industrial Research Project of Shaanxi Science and Technology
Agency (2014K05-47). The Research of Leakage Monitoring Application Technology of Water
Supply Pipe Network Based on Complex System Theory.
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cause fault can be detected. In order to improve the monitoring performance, a fault
propagation model must be introduced to represent the causal relationship between
the fault and the symptom, because one symptom may correspond to multiple faults.

Based on the traditional monitoring methods such as monitoring loop, monitor-
ing trace and monitoring tree [3–7], good monitoring performance can be achieved.
However, the need to use additional detection wavelength to achieve leakage mon-
itoring, monitoring costs are high. Therefore, in order to reduce the consumption
of network resources for leakage monitoring, the leakage monitoring algorithm using
traffic capture symptom in the network has been extensively studied. In this kind of
algorithm, the leak detection algorithm based on Kalman set can realize the accu-
rate leakage monitoring in the network even if the symptom is not complete, which
has great advantage. The fault propagation model based on Kalman set is used
in literature [8, 9]. The leakage detection is realized by the approximate reasoning
algorithm. The monitoring performance is better, but the computation complexity
is higher. In the paper [10], a simplified Kalman set is used as the fault propagation
model. A discriminating parameter is defined as the criterion of fault diagnosis,
which reduces the computational complexity and achieves better monitoring perfor-
mance. Because of the limited parameters, it is difficult to achieve more accurate
leakage monitoring using a single discriminating parameter.

In order to improve the performance of the monitoring algorithm in the bipartite
fault propagation model, an information entropy difference based on water supply
pipe network leakage detection (IWLD) is proposed in this paper. The algorithm
divides the monitoring process into three modules: fault prediction, screening and
monitoring. First, the prediction module quickly finds the largest possible fault
set corresponding to the symptom. Then, the filter module introduces parameter
fault coverage to convert the maximum possible fault set into the signal, and uses
the information entropy difference (CS) method to eliminate the redundancy of the
signal. Finally, the entropy difference (ED) of the parameter information is defined
to identify the root cause fault. The fault detection and monitoring are completed
by several parameters respectively, and the monitoring performance is improved.

2. Fault information entropy difference monitoring algorithm

2.1. Fault prediction module

Probabilistic Weighted Bipartite Graph (PWBG) is chosen as the fault propaga-
tion model in order to achieve fast fault prediction and accurate leakage monitoring,
as shown in Fig. 1. According to PWBG, it is possible to quickly and accurately
identify all possible faults associated with the sign in the symptom set, get the
maximum possible fault set.

The maximum possible failure set is the set of all possible faults associated with
the symptom set.

Define Redundancy rate to represent percentage of the number of redundant
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faults in the largest fault collection, which is defined as shown in expression

R (HMaX) =
|HR|
|HMaX|

= 1− |FC|
|HMaX|

. (1)

Here, HMaX represents the largest possible set of failures, HR represents the set
composed of redundant faults in HMaX, and FC represent the set of real failures in
the network.

Fig. 1. Probabilistic Weighted Bipartite Graph (PWBG)

The maximum number of possible fault sets is always greater than the number
of faults actually occurred on the network, i.e., most of the failures are not actually
occurring. Therefore, it is necessary to filter the failures in the set, filter out the
possibility of less likely failure, get fewer possible number of elements of the fault set,
the maximum possible elimination of redundant faults on the monitoring algorithm
to achieve more accurate leakage damage monitoring.

2.2. Information entropy difference fault screening algo-
rithm

In order to reduce the redundancy and reduce the influence of redundancy fault
on fault judgment, we must eliminate redundant faults in the largest fault collection
as much as possible, and select the maximum fault set, screening out the fault
of larger possibility, taking the failure as a signal, the introduction of coverage as
the signal strength of the fault, the fault screening problem will be converted into
signal processing problems. Information entropy difference method can be used as a
signal processing method to achieve important information to retain the signal and
remove part of the signal or all the redundant information purposes, to achieve fault
collection screening.

Workflow of information entropy difference is shown in Fig. 2. Define the signal
strength of the corresponding fault signal as the important information, and the
signal strength of the redundant fault corresponding signal as redundant information.

(1) The first step of the entropy difference is to verify the compressibility of
the signal, i.e. to show that the processed signal contains redundant information.
The maximum fault set contains redundant faults with high redundancy, and the
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corresponding signals contain more redundant information and are compressible.
Therefore, it is reasonable to use the information entropy difference method to deal
with the fault signal.

Fig. 2. Information entropy difference workflow

(2) The second step of the information entropy difference is to obtain the observa-
tion vector value of the signal according to the observation model. The observation
model mainly uses the perceptual matrix Φ to project the signal and obtain the ob-
served vector value of the signal. It is the key to improve the filtering performance of
the perceptual screening method by designing the appropriate sensing matrix so that
the observed vector values contain both the important information of the original
signal and the redundant information as much as possible.

Set the signal intensity threshold αSI, the design of the sense matrix, to retain
fault signal of the original signal (x = (x1, x2, ..., xn)), whose signal strength is higher
than the threshold. Here, αSI is obtained from (2), in which, µ (0 ≤ µ ≤ 1) is the
scale factor, the size of αSI being under flexible control.

αSI = µ ·Max {x1, x2, ..., xn} . (2)

Since the diagonal matrix is multiplied by the target matrix, the size of the
elements within the target matrix can be scaled. Thus, a diagonal matrix A (A =
diag (a1, a2, ..., an)) may be introduced as the perceptual matrix Φ of the original
signal x = (x1, x2, ..., xn). The diagonal matrix element values are given by equation
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(3) below. According to the designed perceptual matrix Φ = A, the observation
vector y of the original signal x can be obtained by equation (4).

ai =

{
1, xi ≥ αSI

0, xi ≥ αSI

}
. (3)

(3) The third step of the information entropy difference is to reconstruct the
original signal value according to the observation vector y. As shown in equation
(2), in all cases which meet y = Φx to find the sparsest characteristics of the signal
x′ is the demand, which meet the requirements of the collection, x′ has the minimum
number of non-zero elements.

The set of fault components corresponding to non-zero elements in the recon-
structed signal x′ is called the filtered fault set HS. Use the filtered fault set HS.

The true fault coverage η (HS) and redundancy of the set R (HS) is used to
observe the performance of the screening algorithm. The calculation of η (HS) and
R (HS) is shown in equation (4) and equation (5), HRS being a set of redundancy
fault components in HS and FCS

being a set of real faults in HS.

η (HS) =
|HS| − |HRS|
|FC|

=
|FCS |
|FC|

, (4)

R (HS) =
|HRS

|
|HS|

= 1− |FCS
|

|HS|
. (5)

The larger the number η (HS), the more important information that HS repre-
sents the original fault collection HMax will contain. Expression η (HS) = 1 means
that all important information of HMax is retained in HS. In contrast to R (HMax),
the smaller R (HS) is, the less number of redundant faults, the better the perfor-
mance of the filtering algorithm, and when R (HS) = 0, there is no redundant fault
in HS.

2.3. Leakage monitoring module based on fault information
entropy difference monitoring algorithm

Because there may be multiple faults with maximum coverage, the possible fault
set after filtering contains multiple possible failures. At this point, the use of cover-
age as a discriminating parameter for leakage monitoring is highly likely to lead to
misjudgment of the situation. Therefore, it is necessary to introduce new reasonable
parameters for leakage monitoring. This module defines the information entropy
difference ∆H (f) of the fault f and uses it as the discriminating parameter. A leak-
age monitoring algorithm based on information entropy difference is proposed. The
following theoretical analysis shows that the use of information entropy difference
∆H (f) as a discriminating parameter is reasonable.

When a symptom occurs in the network, it will provide a certain amount of
information about the fault associated with it. Information Entropy is the average
amount of information provided by a number of indications associated with a failure.
The greater the amount of information is, indicating that the greater the uncertainty
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of the variable is the failure to determine the probability of failure that will be less
likely.

In order to analyze the reasonability of fault information entropy difference as
the parameter of fault judgment, the following two parameters are defined: ideal
information entropy and actual information entropy.

The ideal information entropy of the fault f is the information entropy of the
fault f in the ideal case, that is, all the symptoms associated with the fault f occur.
The calculation of the ideal information entropy H1 (f) is shown in the equatio.

H1 (f) = −
∑

si∈S(f)
⋂

SO

p (f |si ) log p (f |si ) . (6)

Here, S (f) is a corresponding set of signs to f , the network can all be shown
outside the signs of the set SO, that p (f |si ) can be obtained through the Bayes
formula

p (f |si ) =
p (f) p (si |f )∑

fj∈F p (fj) p (si |fj )
. (7)

The actual information entropy of the fault f is the information entropy gath-
ered by f the symptom set SN in the real situation. The calculation of the actual
information entropy H2 (f) is shown in the expression

H2 (f)−
∑

sI∈S(f)
⋂

S

p (f |si ) log p (f |si ) . (8)

The smaller the information entropy difference ∆H (f) = H1 (f)−H2 (f) of the
fault f is, the closer the greater the probability of occurrence of the fault f to the
ideal condition is, therefore, the information entropy difference ∆H (f) of the fault
f can be used as a parameter in the leakage monitoring judgment.

2.4. Simulation and result analysis

In this paper, a fault prediction module and a fault screening module are added to
the proposed algorithm. Among them, the failure prediction module quickly predicts
the maximum possible fault set HMax, and calculates the redundancy. Fault filtering
module outputs possible filtered fault sets HS and filters algorithm performance.
When the scale factor µ = 0, that HMax is not actually screening for treatment; at
that time 0<µ ≤ 1, HMax was the corresponding screening to be filtered after the
possible failure of the collection HS. The algorithm is IWLD, and the comparison
algorithm is MCA [10] and BSD [11].

In order to observe the performance of the algorithm in different random net-
works, 10 random networks are generated, and 50 valid single fault cases are gener-
ated in each network. The input of each case algorithm is Si, the output is the fault
hypothesis collection H, the detection rate DR (Si) , DR (Si) = |H

⋂
FC| / |FC|, and

the false positive rate FPR (Si) , FPR (Si) = |H − FC| / |H|. In addition, in order to
observe the performance of the filter module, this algorithm outputs the maximum
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possible fault set redundancy RSi (HMaX), possible fault set redundancy RSi (HS)
and fault coverage ηSi (HS) under different scale factors.

Suppose the number of cases in each network is n, the output fault detec-
tion rate DR (Neti) =

∑n
j=1DR (Sj) /n, the error detection rate FPR (Neti) =∑n

j=1 FPR (Sj) /n, the algorithm outputs the maximum possible fault set redun-
dancy RNeti (HMaX) =

∑n
j=1RSj

(HMaX)
/
n, the probability of failure aggrega-

tion under different scale factors RNeti (HS) =
∑n

j=1RSj
(HS)

/
n, fault coverage

ηNeti (HS) =
∑n

j=1 ηSj
(HS)

/
n.

Suppose that the number of random networks is m, the final output is: fault
detection rate DR =

∑m
i=1DR (Neti) /m, fault detection rate variance VDR =∑m

i=1 {DR (Neti)−DR}2
/
m, fault false detection rate FPR =

∑m
i=1 FPR (Neti) /m.

In addition, the proposed algorithm can output the maximum possible fault set re-
dundancy R (HMaX) =

∑m
i=1RNeti (HMaX) /m, the possible failure set redundancy

under different scale factors R (HMaX) =
∑m

i=1RNeti (HMaX) /m and fault coverage
η (HS) =

∑m
i=1 ηNeti (HS)

/
m.

2.5. Simulation results and analysis

Figure 3 shows the filtered fault set redundancy degree under different scale
factors. For µ = 0, the value of R (HMaX) is 83.34% ∼ 94.67%, the mean 90.84%.
For µ = 0.2, the value of R (HMaX) is 80.79% ∼ 88.98%, with an average of 86.70%.
For µ = 0.4, the value of R (HMaX) is between 70.10% and 79.49%, the mean value
is 76.77%. For µ = 0.6, the value of R (HMaX) is 55.01% ∼ 67.53%, the mean is
63.50%. For µ = 0.8, the value R (HMaX) was between 42.22% and 56.26% with
the mean value of 50.56%. Finally, for µ = 1, the value of R (HMaX) is in the range
34.41% ∼ 41.35%, the mean is 37.97%.

It can be seen that HMaX has a high redundant fault, the corresponding signal
contains more redundant information is with compressibility. In the screening algo-
rithm, with the increase of the scale factor, the redundancy of the possible fault set
is reduced.

Fig. 3. Faults set redundancy degree after filtering at any scale factor
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Table 1 shows the true fault coverage η (HS) for the possible fault sets HS after
filtering. It can be seen from Table 1, in different network sizes, the value of η (HS)
is 1 and HS can keep true failure. This is because the real fault always has the
largest coverage, and at any scale factor, the real fault can always be preserved.

Table 1. HS set true fault coverage (η (HS)

Network
nodes

20 25 30 35 40 45 50 55 60 65 70 75 80 85 90

η (HS) 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1

3. Leakage monitoring performance analysis

Because when µ = 1.0, HS not only has the smallest redundancy, but also can
keep the true breakdown, has the best screening performance. Therefore, the algo-
rithm in this paper under µ = 1.0, conduct fault screening and monitoring, and get
monitor the results.

Figure 4 comparisons for the three kinds of algorithms fault detection rate. As
shown in the figure, the proposed IWLD algorithm fault detection rate from 94.2% ∼
97.4%, mean is 96.17%. BSD algorithm fault detection rate from 91.6% to 97.4%,
mean is 94.6%. The failure detection rate of MCA algorithm is between 73.2% and
89.8%, mean value is 79.39%. It can be seen that the IWLD algorithm has the
highest fault detection rate, the BSD algorithm has a lower fault detection rate and
the MCA algorithm has the lowest detection rate.

Figure 5 shows the comparison of the three algorithms ’fault detection rate vari-
ance in different networks, and shows the stability of the three algorithms’ fault
detection in different random networks. As shown in the figure, IWLD algorithm
fault detection rate variance is between 0.00040 ∼ 0.00276, mean 0.00095. BSD
algorithm fault detection rate variance is between 0.00038 ∼ 0.00264, mean 0.00138.
MCA algorithm fault detection rate variance is between 0.00008 ∼ 0.00546, mean
0.00299. IWLD algorithm and BSD algorithm are almost equal to zero. Overall,
IWLD algorithm is more stable than BSD algorithm, that is, the stability of fault
detection rate is higher in different random networks. In contrast, MCA algorithm
stability is relatively low.

Figure 6 presents the three kinds of algorithm error rate comparison. As shown
in the figure, IWLD algorithm fault error detection rate of 2.6% to 5.8%, mean
value 3.83%. BSD algorithm error rate is between 16.16% ∼ 23.25%, mean value
is 20.65%. The error rate of MCA algorithm is between 10.2% ∼ 27.2%, and the
mean is 20.61%. IWLD algorithm has the lowest false alarm rate, BSD and MCA
algorithms have higher false alarm rate. This is because IWLD algorithm has taken
the initial screening of faults, to a large extent reduced the redundant fault on the
impact of leakage monitoring.
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Fig. 4. Fault detection rate

Fig. 5. Fault detection rate variance

Fig. 6. Failure false alarm rate

4. Conclusions

In this paper, a water supply pipe network leakage monitoring algorithm based
on information entropy difference is proposed. Firstly, the Kalman set of the al-
gorithm is used in the prediction module to get the prediction result. Secondly,
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the parameter fault coverage is introduced into the filtering module. The fault set
is transformed into the signal, and the redundancy of the signal is eliminated by
the information entropy difference. Lower redundancy fault set is got; finally, the
parameter information entropy difference is defined as the criterion of fault detec-
tion, and the root fault collection is monitored. The simulation results show that
the proposed algorithm can stably show high fault detection rate in different ran-
dom networks and greatly reduce the false detection rate. In order to obtain more
accurate monitoring performance, it is necessary to find a better combination of pa-
rameters in the monitoring algorithm of information entropy, which will be a further
step of future research work.
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Human resource data location privacy
protection method based on prefix

characteristics

Yulong Qi1, 2, Enyi Zhou1

Abstract. With the arrival of the big data era, a large amount of human resource data location
information is implicitly collected. They cross reference with the spatial and temporal data the user
initiatively published, which has caused new human resource privacy disclosure problem in the big
data era. The existing location privacy protection mechanism cannot effectively protect the privacy
of the users due to the fact that it does not take into consideration that the implicitly collected
spatial-temporal data can cross reference with the human resource location data that is initiatively
distributed by the user. The privacy protection problem in the implicitly collected temporal and
spatial data is defined and studied for the first time, and the privacy protection framework that
takes the characteristics of the prefix into consideration is put forward. In particular, a nested
loop algorithm which takes the prefix filter into account is proposed to discover the records in
the implicitly collected temporal and spatial data that may disclose the privacy of the human
resource data. And the dummy filling method based on the frequent moving prefix is put forward
to eliminate these records. In addition, a more efficient reverse aprior algorithm and graph based
dummy filling algorithm are put forward respectively. Finally, the proposed algorithm is fully tested
in a number of real data sets. The experimental results show that these algorithms have relatively
high protective effect and performance.

Key words. Implicit privacy, temporal and spatial data, privacy protection, human resource
data.

1. Introduction

In the era of big data, with the development of the location technology, the
location-based services are becoming increasingly popular, and the user’s temporal
and spatial data is distributed through all types of services. While the users take the
initiative to publish their own temporal and spatial behaviors through the sign-in
and other mobile social network services, a large amount of temporal and spatial data
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that records people’s behaviors when they use mobile phones to make phone calls,
send and receive short messages is implicitly collected by the mobile communication
operators at the same time [1–2]. As the temporal and spatial data between the
mobile phones and mobile communication operators is collected by the mobile phone
base station automatically, these implicitly collected data is characterized by large
data volume and containing the human behaviors, which has played a key role in the
social issues such as the human resource distribution, as well as the important social
applications such as the human resource referral [3–6], human resource level [7] and
so on. However, these implicitly collected temporal and spatial data will exposes
the sensitive privacy information of the user such as the personal identity, purpose
of action, health status, interests and hobbies and many other aspects through the
cross reference to the temporal and spatial data initially published by the user [8–9].
In recent years, with the enhancement of the human resource privacy concept and
the soundness of the laws and regulations in the publishing and using of the data,
it is necessary to first eliminate the records which may expose the privacy of the
human resource data before the implicitly collected spatial and temporal data is
used for scientific research and data mining.

In order to ensure that the human resource sensitive information is not compro-
mised, a large amount of work for the protection of the temporal and spatial data
privacy is committed to anonymize the temporal and spatial data that may expose
the human resource sensitive information. For example, the k anonymity on the lo-
cation and trajectory data and other methods can generalize the location records of
the user at the specific time range and spatial region, so that the attacker cannot rec-
ognize the specific user in a certain time range and spatial region [10–12]. However,
these methods do not take into account that the attacker can refer to the temporal
and spatial data that is initially published by the user and find the records that can
reveal the human resource data privacy from the implicitly collected temporal and
spatial data. Therefore, the temporal and spatial data sets which are protected by
these methods can still disclose the data of the human resource data privacy.

In order to meet the aforementioned challenges, in this paper, the implicit privacy
which is independent of the data initially published by the user is defined on the
implicitly collected data set, so as to ensure that no matter how much data initially
published by the users is collected by the attacker, the spatial and temporal data
sets after the privacy protection will not reveal the additional information.

In this paper, the first section mainly introduces the related technology of the
privacy protection in the publishing of the temporal and spatial data. The sec-
ond section introduces the implicit privacy problem and its prefix feature protection
framework. The third section introduces the corresponding discovery and elimina-
tion algorithm. And the fourth section is the demonstration of the experimental
results.

2. Algorithm and analysis

This section describes the algorithms of discovery and elimination of (ε, k) privacy
disclosure, respectively.
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2.1. Discovery of (ε, k) privacy disclosure

Firstly, we introduce the nested loop algorithm of the discovery of (ε, k) privacy
disclosure that takes the prefix filter into consideration, and then point out its defect
in lack of efficiency, and put forward a more efficient reverse aprior algorithm.

According to the privacy protection parameters ε and k, the basic idea of the
temporal and spatial data of the discovery of the (ε, k) privacy disclosure is the set
composed of all k temporal and spatial points by enumeration, and check whether
each combination is associated with a unique user. To this end, the prefix filter based
nest loop (referred to as PF–NL for short) is used to implement k nested loop for
the temporal and spatial points by enumerating the k-bit non-repeating numerical
numbers, and conducts pruning in the enumeration using the prefix filter method.
Firstly, we introduce the important properties of the (ε, k) privacy.

Property 1. Denote the set of all the temporal and spatial points that expose the
(ε, k) privacy as Uk, and denote the set of all the temporal and spatial points with the
size of k that can uniquely associate with moving prefix as uk, then Uk = u1∪. . .∪uk.

We skim the trivial proof of Property 1, which shows that, we can start from the
set of temporal and spatial points with the size 1, until we enumerate all the sets of
temporal and spatial points with the size not exceeding k. To this end, we number n
temporal and spatial points from 1, and each temporal and spatial set with the size
k can be regarded as a numerical number with k bits and scale n, and each of the
same set of the temporal and spatial points has the unique representation method
after sorted according to the sequence.

Thus, the set of temporal and spatial points with the size k (k > 1) has prefixes
with the length {1, . . ., k−1}. For example, we can denote the six effective temporal
and spatial points pA,T1 , SpA,(T1+ε1/2), SpB,T1 , SpC,T2 , SpD,T2 and Spmerge in Table
1 with the number 1 to 6, respectively. Considering the (ε = 0, k = 3) privacy, for
the temporal and spatial point set {1, 2, 3} with the size 3, it has the prefix {1, 2}. It
is known that |Sp1 ∩ Sp2| = 0, therefore, the set of temporal and spatial points with
this prefix will definitely not expose the (0,3) privacy. In the prefix filter method,
we avoid enumerating the temporal and spatial point set containing such prefix.

Combined with the aforementioned basic ideas and prefix filter optimization
method, we put forward the basic algorithm PF–NL that discovers the implicit
privacy violation. In the algorithm PF–NL, we enumerate the temporal and spatial
point set num with the size k in turn, let the maximum value that each corresponds
to be denoted by bound array (Line 1). When the size of each moving prefix set
included in a certain set of temporal and spatial points after intersection is 1, we
add it into the set R of all the temporal and spatial points that violate the privacy
requirements (Line 3 and Line 4). Thus, the process of generating a new set of
new temporal and spatial points is the process of adding an element in the array
(Line 8∼Line 13). It is worth noting that, when we are checking whether a certain
temporal and spatial point has exposed the (ε, k) privacy, the prefix that it may
exist is calculated (Line 6), and the prefix is filtered out when a new set of temporal
and spatial points is generated (Line 8). When the new temporal and spatial points
cannot be generated, the algorithm PF–NL ends (Line 10).
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Algorithm PF–NL uses the prefix filter to try to filter out the temporal and
spatial point set with empty intersection in the enumeration, which has accelerated
the searching process of the temporal and spatial point set that violates the (ε, k)
privacy. But as many prefixes can be used in the filter, we cannot record each one,
it has still conducted a lot of unnecessary work. Next, we will introduce the reverse
aprior algorithm, making use of the breadth-first search idea, to avoid containing
the relatively small temporal and spatial point set that does not violate the (ε, k)
privacy in the search for a larger set of temporal and spatial points.

Algorithm 2 shows the reverse aprior (referred to as RA algorithm for short),
in which we use ui, zi and c1 to represent the temporal and spatial point set that
violates the (ε, k) privacy with the size i, cannot violate the (ε, k) privacy, and may
violate the (ε, k) privacy in the larger set of temporal and spatial points.

In the RA algorithm, we first check all the temporal and spatial points, and
add the temporal and spatial points that violate the (ε, k) privacy into u1; as the
temporal and spatial points must contain the prefix, they are all added into c1 (Line
1).

Next, we consider the set composed of more temporal and spatial points. The
relatively large temporal and spatial point set consist of the temporal and spatial
point set with relatively smaller probability to violate the (ε, k) privacy (Line 5). As
the set with the size i+1 has multiple combination methods, different combinations
may lead to different sizes of the temporal and spatial point sets to be tested. In
order to reduce the time overhead, we choose two sets of temporal and spatial points
with the smallest Cartesian product to generate it (Line 4). In the same time, it
is used to check whether the temporal and spatial point set that violates the (ε, k)
privacy should not include smaller temporal and spatial point set that cannot violate
the (ε, k)p rivacy (Line 6). In the end, violate the moving prefix sets contained in
each temporal and spatial point in the temporal and spatial point set to solve the
intersection, and return its size. The temporal and spatial point set with the size 1
is in violation of the (ε, k) privacy, and added into ui+1 1 (Line 6), while the set of
temporal and spatial points with the intersection size of 0 will not violate the (ε, k)
privacy, therefore is added into zi+1, and removed from c1+1 (Line 8 and Line 9).

Example 1: For Table 1, we first check whether the set of temporal and spatial
points which are composed of six effective temporal and spatial points is in violation
of the (ε, k) privacy. Firstly, as Sp1 andSp2 contains a set each, u1 = {1, 2}, c1 =
{3, 4, 5, 6}. Next, according to the temporal and spatial point set to be tested with
the size 2 which is generated by the Cartesian product of c1 and c1, that is {{3,4},
{3,5}, {3,6}, {4,5}, {4,6}. . . , {5,6}}. After checking, the four pairs of temporal
and spatial point set that violates the (ε, k) privacy is u2 = {{3,4}, {3,5}, {4,6},
{5,6}}, while the temporal and spatial point set {3, 6} and {4, 5} does not contain
the same moving prefix. Therefore, the set of temporal and spatial points containing
them cannot violate the (ε, k) privacy. Hence they are removed from c2. Finally,
c2 = ∅, z2 = {{3,6}, {4,5}} is obtained. Therefore, algorithm RA ends. It is worth
noting that, in general, the larger the set of temporal and spatial points is, the
more temporal and spatial point sets we need to check. However, in Example 1,
when the size of the set of empty points increases, there is no increase in the set of
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temporal and spatial points to be examined, which proves the effectiveness of the
RA algorithm intuitively.

2.2. Elimination of the (ε, k) privacy violation temporal and
spatial data

In this section, we introduce the method of dummy filling to eliminate the tem-
poral and spatial data that violates the (ε, k) privacy. In particular, we intro-
duce the frequent moving prefix based dummy filling method that does not need
to look for the temporal and spatial point set that violates the (ε, k) privacy and
the graph based privacy disclosure elimination method that can realize relatively
high data effectiveness. Regardless of the set of the temporal and spatial points
that have been found to violate the (ε, k) privacy, a simple method of privacy pro-
tection is to perform dummy filling with the same user id to each user for each
temporal and spatial point where it exists, for example, to protect the (0,2) pri-
vacy disclosure caused in Table 1. After such dummy filling, the following can be
obtained SpA,T1

= {u1, u5}, SpA,(T1+ε1/2) = {u2, u6}, SpB,T1
= {u3, u4, u7, u8},

SpC,T2
= {u1, u3, u5, u7}, SpD,T2

= {u2, u4, u6, u8}, Spmerge = {u1, u5, u2, u6}. At
this point, the temporal and spatial data for user u5 ∼ u7 has added 8 entries of
dummy, and no longer in violation of (0, 2) privacy. However, this method requires
filling 100% (or more) dummy. As an improvement, we add two moving prefix that
occur the most frequently for each temporal and spatial point.

Algorithm 3 (frequent moving object, referred to as the FMO algorithm for short)
shows the process of the dummy fixing based on the frequent moving object. Given
the privacy parameter (ε, k) with uniqueness, we first find the most frequently oc-
curred two moving prefix, and in this process there are a lot of fast algorithms;
secondly, we add these moving prefix to each set of the temporal and spatial points

As the set of the temporal and spatial points of unique privacy disclosure found
in Section 3.1 is not taken into consideration, the algorithm FMO performs dummy
filling indiscriminately to the temporal and spatial points, resulting in the filling of
a lot of data that is not necessary.

Example 2: For the following four temporal and spatial points:
{u1, u6} , {u2, u3} , {u3, u4} , {u7, u8}, according to the FMO algorithm, perform
dummy filling and obtain {u1, u6, u2, u3} , {u2, u3} , {u2, u3, u4}, {u7, u8, u2, u3},
and 62.5% of the data has been filled. However, the first temporal and spatial point
clearly does not need to fill any dummy.

Taking the set of temporal and spatial point set that violates the (ε, k) privacy
found in Section 3.1, algorithm 4 shows the graph based dummy filling (referred
to as G-DF for short) process. In algorithm G-DF, we regard the human resource
location data as a graph, in which each temporal and spatial point represents a
node in the graph. If two temporal and spatial points exist in a set of temporal and
spatial points that disclose the unique privacy, we add an edge to them in the graph
(the second line). We only run algorithm 3 for each connected component in the
graph, that is, looking for the most frequent two moving prefixes in each connected
component, and then adding them to each node in the connected component (Line
3∼Line 5).
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Example 3: It is noted that in Example 2, only the set of temporal and
spatial points {{u2, u3} , {u3, u4}} with the size 2 has violated the (ε, k) pri-
vacy, and Fig. 1 is the case that Example 2 is converted into graph. In this
way, according to algorithm G–DF, the data in Example 2 is converted into
{u1, u6} , {u2, u3} , {u2, u3, u4} , {u7, u8}, which has increased 62.5% more data com-
pared with the FMO algorithm, while the G–DF algorithm has only added 12.5%
of the data.

Fig. 1. Convert the temporal and spatial points into graph

3. Experiments

We use two real data sets to compare the performance and effectiveness of the two
algorithms that discover the temporal and spatial data violating the (ε, k) implicit
privacy and two algorithms that eliminate such violation in the prefix characteris-
tic framework. In particular, we will answer the following questions through the
experiment:

(1) How the privacy protection parameter (ε, k) affect the (ε, k) privacy in the
temporal and spatial data.

(2) The influence of the privacy protection parameter (ε, k) on the performance
of the privacy violation discovery algorithm.

(3) The effect and performance of the privacy protection parameter (ε, k) on the
privacy protection algorithms.

3.1. Experimental environment and data set description

We use Java 1.7 to implement Algorithm 1 ∼ Algorithm 4 in this paper. The
experimental environment is a Linux server, Intel Xeon E5645 2.4GHz processor,
128G RAM, and 1TSATA hard disk.

In addition to the PF–NL method and RA method applied to discover the tem-
poral and spatial set that violates the (ε, k) privacy in this paper, as well as the
FMO and G–DF methods in this paper that are used to eliminate the temporal and
spatial point set that violates the (ε, k) privacy. And other comparative methods
include the following:

YCWA[3]: This method is the latest method that adopts the trajectory
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anonymization technology to protect the privacy of the temporal and spatial data.
It divides the trajectories into dwell point, and protects the privacy information by
anonymizing these dwell points. This method mainly focuses on the performance of
the trajectory privacy protection.

This method focuses on the data availability of the trajectory anonymity tech-
nology. While anonymizing the trajectory, it minimizes the distance between the
changed temporal and spatial points and the original temporal and spatial points at
the same time.

We use two public data sets, GeoSocial [5] and GeoLife [6] as the implicitly
collected temporal and spatial data sets to conduct experiment. Their data size and
the number of users are shown in Table 2.

Table 1. Data set

Data set Number of record entries Number of moving prefix

GeoSocial 4M 18K
GeoLife 20M 17K

3.2. Comparison of the privacy protection effect

Figure 2 shows the effects of the spatial and temporal data privacy protection
for each method on the GeoSocial and GeoLife data sets under relatively stringent
(ε, k) privacy condition (ε1 = 10min, ε2 = 1km, k = 10). Our method RA * G–DF
uses the RA method that has the best performance in the discovery phase, and the
G–DF method that has the best performance in the elimination phase. We can see
that, there are still a large number of temporal and spatial sets that violate the
(ε, k) privacy in the trajectory after the YCWA and SQL–ANON treatment. This
is because these methods do not take the privacy disclosure caused by the cross-
reference of the implicitly collected temporal and spatial data and the user initially
published temporal and spatial data into consideration.

3.3. Performance of the algorithm that discovers the (ε, k)
privacy

We compare and verify the running efficiency of the two proposed (ε, k) implicit
privacy discovery algorithms with the real data sets GeoLife and GeoSocial. Figures
3–5 show the run time of the two algorithms in the GeoSocial data set to find all
the (ε, k) privacy violation in different (ε, k). It can be seen from the comparison of
Fig. 3 and Fig. 4, the RA algorithm is 1∼2 orders of magnitude faster than the PF–
NL algorithm under the same privacy parameter with the same privacy parameter
(ε, k). Particularly, PF–NL algorithm cannot even calculate the situation when
k > 3.

For the RA algorithm, we have adjusted the GeoLife data set size and the number
of the moving prefix and tested its performance. Figure 3 (c) shows that, the size
of GeoLife data set has the greatest impact on the algorithm, as it has changed the
number of the temporal and spatial points in the data set; however, the number of
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Fig. 2. Comparison of privacy protection effect

prefix has little effect on the algorithm.

Fig. 3. Performance of PF–NL algorithm on GeoSocial data set (ε2 = 1 km)

4. Conclusion

In this paper, the definition of the (ε, k) implicit privacy in the temporal and
spatial data is proposed for the first time in view of the situation of the cross-reference
of the data set initially published by the user and the temporal and spatial data set
implicitly collected. And the prefix characteristic privacy protection framework is
put forward. In particular, two highly efficient algorithms are proposed in this paper
to discover the temporal and spatial point set that violates the (ε, k) privacy. In
addition, the dummy filling anonymous protective method is put forward in this
paper. In order to improve the effectiveness of data, this paper further proposes the
graph based dummy filling method. The full experiment on the real data set shows
that, the proposed algorithm is highly efficient. In the future work, we will further
improve the performance of the proposed method in the paper.
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Fig. 4. Performance of RA algorithm on GeoSocial data set (ε2 = 1 km)

Fig. 5. Performance of RA algorithm on GeoSocial data set (k = 3)
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High-throughput computing
optimization of cloud computing
platform based on Markov jump

Dafei Wu1

Abstract. Cloud computing platform transport (CCPT) is a new transport protocol based
on Stream Control Transmission Protocol (SCTP), which uses the the multi-destination feature of
the SCTP protocol, and multiple paths in an end-to-end coupling. The parallel data transmission
is carried out in parallel, and the bandwidth of the single-path transmission can be improved,
and the end-to-end throughput can be enhanced. In this paper, the data transmission of the cloud
computing platform is optimized according to whether the amount of transmission is affected by the
received cluster value. The CCPT throughput model based on Markov jump association is analyzed
in this paper, and the congestion window of the two phases is analyzed, and the congestion window
is analyzed in the second stage of the timeout period, the slow start stage and the congestion
avoidance stage. Secondly, we get a high-throughput function of RTT, RTO and packet loss in the
data transmission process of a cloud computing platform, which can estimate the high throughput of
data transmission protocol in the cloud computing platform. Finally, the result analysis verifies the
validity and accuracy of the data transmission throughput model of the cloud computing platform.

Key words. Cloud computing platform data transmission, throughput model, transmission
volume, Markov jump.

1. Introduction

Internet-based end-to-end transmission mainly uses TCP protocol. The new
end-to-end transmission protocol SCTP (Stream Control Transfer Protocol) [1–2]
uses the multihake (multihoming) and multi-flow (multistreaming) technology. TCP
has a high end-to-end path fault tolerance and other advantages. Based on the
SCTP cloud computing platform data transmission CCPT (Concurrent Multipath
Transfer) [3] that is relative to SCTP end-to-end bandwidth aggregation and many
other advantages [4], it can make full use of bandwidth resources, and it also presents
a new challenge to the research and application of the basic theory of the Internet
transport layer. In recent years, the research has also attracted the attention of

1Hunan University of Science and Engineering, Yongzhou, Hunan, 425199, China
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scholars [5] because of its unique advantages, which has become the object of concern
for the next generation in the network transport layer protocol [6].

The next generation of Internet in the cloud computing platform data transmis-
sion requirements are mainly reflected in the protection of a wide range of applica-
tions. It can be on the network resources for dynamic and reasonable scheduling
and can use of the need to transfer the association of multiple paths as a whole. To
take full account of the relevance of the path, for each path such as the bandwidth,
delay, packet loss rate and other network attributes, especially the throughput, this
paper should give high attention to how to establish a highly efficient and reasonable
throughput transfer model in this paper as the focus.

In recent years, many scholars have given different throughput optimization meth-
ods for SCTP single path transmission characteristics, which are of some inspiration
for establishing the multi-path transmission throughput model. As in [7], with the
reference to traditional TCP throughput model [8], I first consider the mathematical
expectation of the three phases of the slow start, the congestion avoidance and the
overtime retransmission, and then I establish the throughput model of the SCTP [9].
The establishment of the model gives a more detailed discussion. In the literature
[10–12], the whole model is divided into two parts from the perspective of Markov
chain analysis.

Based on the analysis of the above research results, this paper proposes a CCPT
high throughput optimization method in accordance with the Markov transition
and the influence of the amount of transmission or the value of the received cluster.
With the CCPTHOMJ (CCPT high-throughput optimization based on MarkTH
jump, CCPTHOMJ), the TCTH data transfer time, the slow start phase and the
congestion avoidance phase data transmission, the CCPTHOMJ is established in
detail. Secondly, by comparing the calculation results of the model and the sim-
ulation results in NS2, it verifies the accuracy of the model and compares it with
the existing model to verify the advanced nature of the model. Finally, the work is
summarized and forecast.

2. CCPT’s high-throughput algorithm optimization based on
Markov jump

Based on the CCPT transmission model established in Section 2, the high-
throughput calculation process of CCPT is derived here. For the description of
Step 3 in the CCPT transmission model, the calculation process is based on the
concept of Table 1 to give a description of the variables involved in the calculation
and the related meaning.

2.1. Division of CCPT data transmission phase

The symbol Si shows the ith first stage of the data transfer process, from the
beginning of the first ith timeout period to the end of the i + 1th first timeout
period. When denoting the time-out stage as ZTO

i , the slow start phase as ZSS
i

and the congestion avoidance phase as ZCΛ
i , the ith stage of the data transmission
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process can be expressed by the formula

Si − ZTO
i + ZSS

i + ZCΛ
i (1)

Table 1. Variable names and related meanings in CCPT high throughput models

Variable name Meaning

Sund The size of sender window

q The probability for the successful transmission
in each Data Chrnik [2]

P Packet loss probability

b Cumulative response factor

SS Slow start

CA Congestion avoidance

TO Overtime

B Throughput capacity

QDP The stage between two packet dropping in-
structions in the congestion avoidance phase

QD 4 times repeated confirmation

Q When the packet loss occurs, the probability
of packet loss produces due to timeout

SST Slow start threshold

Cund Sender congestion window (CW)

RTO Timeout retransmission time

RTT Round-trip time

Symbol Yi represents the number of packets transmitted in the Si phase. This
symbol also consists of three parts: the number of packets transmitted in the timeout
phase denoted as Y TO

i , the number of packets transmitted in the slow start phase
denoted as Y SS

i , and the number of packets transmitted in the congestion avoidance
stage, which is denoted as Y CΛ

i . The number of packets transmitted in the ith stage
can be then expressed as

Yi − Y TO
i + Y SS

i + Y CΛ
i . (2)

The handling capacity B can be expressed as

B − E [Y ] /E [S] . (3)

The change condition for data forwarding phase of CCPT is shown in Fig. 1.
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Fig. 1. Description of the window change in the CCPT data transmission phase

Because the amount of transmission (Swnd) depends on the minimum value of
both the congestion window (Swnd) and receiver’s cluster value (Rwnd) at the end-
to-end transmission environment, the derivation of the model is divided into two
parts: Part 1: when the congestion window is less than the reception cluster value,
the throughput model is not affected by the received cluster value. Part 2 is the
throughput model when the congestion window is larger than the received cluster
value. The throughput is affected by the received cluster value.

2.2. Throughput model when the CCPT data transmis-
sion is not affected by the received cluster value
(CCPTHOMJ)

According to the Markov jump method, from the beginning denoted as t = 0,
the sender has to send the data and define Nt as the number of packets transmitted
as a [0, t] period of time. Quantity Bt is the throughput for that time and also for
time t > 0. For the latter case

Bt = Nt/t . (4)

We define the throughput expression for the long-term stability as follows:

B = lim
t→∞

Bt = lim
t→∞

Nt

t
. (5)

Figure 2 shows the window change in the congestion avoidance phase.
The size of the dispatched volume of CCPT is Swnd. In the congestion avoidance
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Fig. 2. Schematic diagram of the average window change in the congestion
avoidance

phase, the sending end will increase the size of the SACK. If there are Swnd packets
that are sent successfully in the ith time, the sender will receive Swnd/b SACK,
assuming that the size of the window is Swnd′ in the next round, so that

Swnd′ = Swnd′ +
1

b
. (6)

Therefore, if there is no packet loss, Swnd will grow linearly. The slope is 1/b, and
if the packet is detected, the window value will be reduced, depending on whether
the packet loss is caused by repeated confirmation, or the overtime. If the packet is
caused by a duplicate acknowledgment, it remains in the congestion avoidance. If
the packet loss is caused by a timeout, the timeout period enters.

If Hij is the number of j packets of QDP transmitted in the i phase, the con-
gestion avoidance stage consists of j QDP s: Λij is the time of the jth phase and
QDP stage and CW is the size of the congestion window at the end of each QDP
phase. Quantity Xij is the the packet loss occurred in the round in the ith phase and
the QDP stage. Symbol b is the cumulative response factor and it is the confirmed
number of SΛCK data packets. The congestion avoidance phase of the throughput
is as follows:

BCA =
E [H]

E [A]
. (7)

In order to derive the BCA expression, we first derive the expressions for E [H]
and E [A].

The i of the QDP stage is shown in Fig. 3.
The QDP stage begins from the instruction on packet loss. When the current

window value is CWij−1/2, QD occurs in half of the window. The value of the
window increases in each time. When 1 increases in time b, we define aij as the
lost data packet of QDP . Then, a packet is sent before the packet is detected, and
CWi− 1 packet is sent on the aij time of occurrences and subsequent times, so that
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the total number of packets sent in the xi + 1th round is as follows

Hi = ai + CWi − 1 . (8)

Fig. 3. Diagram for packet generation in step of repeated confirmation phase for 4
times

It would seem that

E [H] = E [a] + E [CW ]− 1 . (9)

Here, aij is the number of packets sent by the sender before the packet loss occurs,
including the loss in the first packet. In order to introduce E [a], we consider {ai} i
of random process, and {ai} i is an independent and distributed random variable. It
is assumed that ai = kth and k − 1th data packets are sent successfully before the
packet loss. It can be concluded as

P [a− k]− (1− p)
k−1

p, k = 1, 2, ... . (10)

The expectation of the variable aij is

E [a] =

∞∑
k=1

(1− p)
k−1

pk =
1

p
. (11)

Formulae (9) and (11) can be combined as

E [H] =
1

p
+ E [CW ]− 1 . (12)

In order to derive the expressions of E [CW ] and E [A], we define rn as the RTT
in the nth round in QDPij . The Ai of the QDPj in time is

Ai =

Xi+1∑
n=1

rn . (13)
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Here, rn is the random variable, and its size has nothing to do with the window
size. It can be concluded that

E [A] (E [X] + 1)E [r] . (14)

In the following section, I can use the expression RTT = E [r] at the average time
of RTT . We derive the E [X]th expression. Quantity CWi is the function of number
of rounds in order to simplify the model derivation. We assume that CWi−1/2 and
Xi/b are integers. Firstly, we observe the ith QDP stage. The window value changes
between CWi−1/2 and CWi, the 1

b is the linear slope. We can conclude that

CWi =
1

2
CWi +

Xi

b
, i = 1, 2, ... . (15)

3. Simulation results and model validation

To verify the accuracy and advancement of the proposed model (CCPTHOMJ),
we use the CCPT module provided by the Protocol Engineering Laboratory of
Delaware University in USA. Figure 4 shows the topological structure diagram of
the simulation environment.

Fig. 4. Simulation topology

As shown in Fig. 4, Host A and Host B represent CCPT terminals with dual
NICs, respectively. To simulate various network scenarios, different bandwidths,
latency, and packet loss rates are set here, with the design of [3] CUC, SFR and
DAC algorithm. The data block is set to 1468 Bytes and is used the traditional
file transfer protocol FTP for the application layer protocol. The following for this
article is not affected by the received cluster value and received by the cluster value
of the two cases. The high throughput model CCPTHOMJ of the CCPTH data
transmission carries on the simulation experiment and the result analysis.

3.1. Comparison with the simulation results and calculation
results of CCPTHOMJ model affected by the received
cluster value

Figure 5, upper part, depicts the packet loss rate of 1% and 5%, CCPTHOMJ
model of the simulation results and the results of the calculation change byCWmax.
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The cumulative response factor is 1, the transmission round trip delay is the fixed
value of 100ms. From E [CW ] =

√
8/3bp of expression (19), the average of the

window size is E [CW ] = 51.64. We set the CWmax of simulation results and cal-
culation results of the 5MSS (Maximum Segment Size), 10MSS, 20MSS, 30MSS,
40MSS and 50MSS.

Fig. 5. Comparison of the simulation results and model results

It can be seen from Fig. 5, bottom part, that, when CWmax is 5, the simulation
results of the model are basically the same as those of the calculated results, and the
model can predict the handling capacity. The handling capacity increases with the
growth of the packet loss rate. The simulation results are in good agreement with
the calculated results, and the different packet loss rates also has a certain influence
on the accuracy of the model. When the packet loss rate is 1%, the simulation
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results are close to the calculation results.
When the packet loss rate increases to 5%, the separation distance of the two

curves becomes larger and the accuracy of the model decreases, but on the whole,
the calculation result of CM-ORM model can well reflect the change of handling
capacity.

In order to verify the accuracy of CCPTHOMJ model in multi-angle, we analyze
the fixed value and the delay of path transmission. The calculation result and
simulation result of the model change with the packet loss rate. When the rates
are 0.1%, 0.5%, 1%, 2%, 3%, 4%, and 5%, the approximate values of the path
were respectively 50MSS, 40MSS, 30MSS, 20MSS, 10MSS, and 5MSS (but without
losing the general meaning). The model simulation results and calculation results
are compared, as shown in Fig. 5, bottom part.

Figure 5, bottom part, shows that when the packet loss rate is 0.1%, the model
can better predict the throughput, but with the packet loss rate increases, the model
simulation results and the results show a certain deviation. The CWmax of different
paths have the effect on the model accuracy. When CWmax is 5MSS, the simulation
results of the model are not the same as those of the calculated results. When
CWmax increases to 50MSS, the spacing between the two lines increases to a certain
extent, and the accuracy of the model reduces to a certain extent. On the whole,
the model of the calculation results can still be a good response to the changes in
the trend of handling capacity.

The above analysis shows that the CCPTHOMJ model has high accuracy regard-
less of whether the amount of transmission is affected by the received cluster value
or the amount of transmission is not affected by the received cluster value.

4. Conclusion

In this paper, it is firstly established a model of CCPT data transmission, and
on the basis of this model we consider the influence of CCPT on handling capacity
in different stages of congestion control, slow start and timeout retransmission, and
propose a kind of cloud computing platform through the optimization of the han-
dling capacity. According to whether the amount of transmission is affected by the
value of the received cluster, the model is divided into two cases to obtain a high-
throughput relationship with the packet loss rate. At the same time, we can verify
the model accuracy, time delay, packet loss rate and simulation experiment. The
comparison between the simulation results and the calculated results shows that the
model designed in this paper can predict the trend of handling capacity and has a
high accuracy. With the advanced model, the comparison is optimized in handling
capacity of data transmission in the cloud computing platform.
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Virtual reality remote control system
based on image1

Lin Gan2, Jun Du2, Xingcong Fu3

Abstract. In order to improve the effectiveness of remote control, we designed a virtual reality
remote control system based on image. We implanted virtual reality technology to improve the
remote control performance of unmanned vehicles. The system supports viewpoint transformation
and overcomes the limitation of observation field restriction in traditional vehicle remote control.
The simulation results show that the system provides a theoretical and technical basis for the
application and development of 3D visualization and remote display system of unmanned vehicle.
Also, the new tracking system based on image can support scene roaming at any point of view,
which overcomes the restriction of the limited observation field of vision in the traditional vehicle
remote control mode, and meets the demand of unmanned vehicle remote display. The system
we designed solved problems of the camera limited field view and cannot obtain 3D environment
information.

Key words. Unmanned vehicle, virtual reality, 3D terrain, texture mapping, image stitching
.

1. Introduction

With the rapid development of artificial intelligence, computer and sensor tech-
nology, a mobile robot, which uses sensors to sense its own state and external en-
vironment, has gradually entered a substantive application phase. The unmanned
vehicle is one of the special intelligent mobile robots. It can complete the continu-
ous and independent movement under a variety of complex roads or environmental
conditions. It has been widely used in people’s daily life, as well as in the national
military operations and many other fields [1]. Essentially, the intelligent system of
unmanned vehicle is a complex whole with many functions, such as integrated route
planning, environment perception and moving direction control. At present, the
related research has not carried on the thorough analysis to the remote-control op-

1The authors acknowledge the National Natural Science Foundation of China (Grants: 51578109
and 51121005).

2North China University of Science and Technology, Tangshan, Hebei 063210, China
3Beijing Huilong Technology Co., Ltd., BeiJing, 101200, China
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erating system based on the scene and the image. In order to realize remote control of
unmanned vehicle, all scene information of traffic environment need to be obtained
in time. The three-dimensional images of virtual reality are displayed in front of
the control personnel, so that they can read and make remote control instructions
quickly, and improve the remote-control performance of unmanned vehicles.

The remote control of the traditional unmanned vehicle mainly uses the cam-
era to obtain the image. However, due to the limitations of the camera’s visual
field and the high latency and lack of data caused by environmental interference,
remote control of unmanned vehicle becomes very difficult. Dąbrowska found that
the vibration amplitude of the camera had a significant effect on the efficiency of
the remote unmanned vehicle. At the same time, many research institutes apply
lidar to the collection of scene images. Di Gennaro uses a multi-sensor method and
remote sensing technique to obtain thermodynamic images through lidar mounted
on unmanned aerial vehicles. Now, with the help of computer graphics and image
processing technology, 3D visualization software has been widely used in many fields
such as cultural relic protection, robot navigation and building manufacture [2]. It
can be divided into three categories: modeling, platform and application. The mod-
eling part is the core and foundation of the technology. For mobile robot remote
control experiment, Kelly proposed to create a highly realistic 3D scene model based
on virtual reality technology. First, a 3D terrain model is constructed by using 3D
visualization technology based on virtual reality. Then, based on the registration
images and radar data, realistic terrain rendering is implemented. Finally, the 3D
terrain remote display system of unmanned vehicle remote control is designed and
implemented, which has positive significance for the actual application of unmanned
vehicles in the military field [3].

2. Experimental procedure

2.1. Virtual reality and 3D visualization

Virtual reality (VR) is a five-dimensional simulation of the real world, that is to
say, besides the simulation of one dimension and three- dimensional space, it also
includes the simulation of natural interaction. It is generated by a computer. By
means of sensory modalities such as vision, hearing and touch, the system generates
immersive interactive scene simulation. It’s a computer system that creates and
experiences the virtual world [4]. Virtual reality technology is a product of com-
puter networks, graphics, artificial intelligence, sensors, information processing and
other technologies. As shown in figure 1, it has three basic characteristics of immer-
sion, interaction, and imagination, that is, the three "I". Immersion, also known as
telepresence, means that in a virtual reality environment, users feel they become a
"discoverer" and "actor"". At the same time, it can sense the reality of being a pro-
tagonist in a simulated environment. Interactivity refers to the degree to which the
participants are able to operate within the virtual environment and receive feedback
from the environment. That is, the user is the subject of interaction and is multi
aware. Users can operate directly on objects in a simulated environment and get
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information or feel from the environment. These feelings can come from olfactory,
gustatory, visual, and other sensory pathways [5]. Conceptual refers to the fact that
users are immersed in multidimensional information spaces and acquire knowledge
in a wide range of ways based on their perceptions and cognitive abilities. In the
process of perception, they will exert their subjective initiative, get inspiration, seek
answers, and form new concepts. In essence, the construction of virtual reality sys-
tem is to create an information environment that enables participants to be in an
immersive immersion, perfect interaction and inspiring ideas.

Fig. 1. Three "I" features of virtual reality

Three-dimensional visualization is the most important form of virtual reality
technology. After a series of transformations, it converts the original analog data
of the computer into the image that can be displayed. The idea is to convert ab-
stract information into a format that can be understood by the human perception
system. 3D terrain visualization is to build a 3D terrain model based on computer
graphics and image processing technology. It is a reappearance of the real world’s
geographical environment with multi-levels and high fidelity. The realistic terrain
model combines 3D spatial data with real image information It gives the image infor-
mation obtained by the camera to the terrain surface in the form of texture mapping.
At the same time, it can display complex terrain, geometric structure and surface
properties, and satisfy people’s demand for visual effects very well. A full realistic
3D modeling includes modeling objects, rich geometric information, and complete
texture information. The specific process is shown in Fig. 2.

Fig. 2. 3D model building process

Firstly, lidar is used to obtain the point cloud data of the surface and depth
information of the modeling object, and the corresponding image information is
captured at the same time as the camera capture. In order to avoid the phenomenon
of image information discarding, triangular meshes are used to process the point
cloud data. After the lidar data are processed, the geometric model is obtained,
and the camera image and the geometric model are corresponding to each other
in space. Each point in the model is visible on the image, and the corresponding
relation between the geometric model and the camera image is obtained [6]. After the
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registration, the corresponding coordinates of each vertex of the geometric model in
the texture image can be determined. The texture map can be completed by drawing
the engine to calculate the texture coordinates corresponding to the pixels in each
mesh unit.

2.2. Texture mapping and image stitching

The camera projected the 3D scene in the real world onto the two-dimensional
plane of the camera sensor, and completed the mapping from 3D space to two-
dimensional plane. The accurate mapping relation is an important condition to
assign correct texture information to the geometric surface of the modeling object in
three-dimensional reconstruction. The image captured by the camera is converted
into a digital image in a computer, and is represented by an array of M × N di-
mensions. Each element in the image is called a pixel, and the corresponding value
is the brightness or RGB value of the image point. The coordinates of each pixel
are represented by two values (U, V ), representing the number of rows and columns
of the pixel in the array of images, respectively. The origin O1 is defined at the
intersection of the camera’s optical axis and the image plane, and the X and Y axes
are parallel to the U and V axes, respectively. The coordinates of O1 in the U and
V coordinate systems are set to (u0, v0). The physical dimensions of each pixel in
the X direction and the Y direction are dx and dy. The coordinates of any pixel in
the two coordinate systems are as follows:

u =
x

dx
+ u0, v =

y

dy
+ v0 . (1)

The internal and external parameters can be obtained by the calibration of the
camera [7]. When the position of radar and camera is fixed, the calibration relation
between lidar and camera can be determined by the process shown below, and the
unique corresponding point of radar data point in the camera image can be obtained.
The known [xyz1]T coordinates are regarded as coordinates of a point in the radar
coordinate system. They are the corresponding coordinate of the point in the image
coordinate system, which can be seen by the direct calibration method of the lidar
and the camera: [

u v 1
]T

= G
[
x y z 1

]T
. (2)

According to formula (2), the equation G = K[R|T ]M can be obtained. The
transformation matrix G can be used to find the only pixels corresponding to the
lidar data points in the image. The matrix K contains the intrinsic parameters
of the camera. The rotation matrix R and the translation vector T are the exter-
nal parameters of the camera, and the orientation and position of the camera are
determined.

The general process of texture mapping is to associate the multiple deformation
vertices with their texture coordinates in the texture space during the modeling
phase. Through the calibration of camera and radar, the elevation map triangle
mesh vertex is mapped to the newest image acquired by camera. Each LIDAR point
has a unique pixel corresponding to the data [8]. At this point, the task of the
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Fig. 3. Direct calibration principle of lidar and camera

rendering engine is to find out the corresponding texture coordinates for each pixel
in each polygon. In the mainstream polygon rendering technology, the properties
of the pixels inside the polygon are obtained by interpolating the properties of the
vertices of the polygon. The triangular surface of the texture image is mapped to
the target image one by one, so that the triangle in the source image is transformed
into a triangle in the target image. Linear interpolation formula is shown as follows:
P1(x1, y1), P2(x2, y2) and P3(x3, y3) are the three vertexes of a triangle. Symbols
Pa(xa, yk) and Pb(xb, yk) are the two points over the Pk sweeping line

Pa =
1

y1 − y2
[P1(yk − y2) + P2(y1 − yk)] ,

Pb =
1

y1 − y3
[P1(yk − y3) + P3(y1 − yk)] ,

Pk =
1

xb − xa
[Pa(xb − xk) + Pb(xk − xa)] . (3)

The process of image mosaic is to transform images with overlapping to the same
coordinate system, then the greater picture was synthesized. Image acquisition takes
into account the focal length, type, position and motion state of the camera. Image
preprocessing is the basic operation of digital image filtering, distortion correction,
histogram processing and so on. The image matching process is to align the multiple
images acquired at different times, locations and different cameras in space. Image
transformation is a model transformation of the established image based on the
matching point. The image to be spliced is converted to a unified reference image
coordinate system. The process of image fusion is to eliminate the stitching seam
and the matching error in the coincident area of the mosaic image.

2.3. Terrain geometry modeling and rendering methods

In order to make 3D realistic scene model meet the remote control requirement
of unmanned vehicle, we must pay attention to the efficiency of data processing and
the effect of 3D rendering of scene. In order to ensure the modeling effect, we need
to preprocess the original cloud data, such as filtering, denoising, data segmentation
and so on, before we build the 3D terrain model based on lidar data. In order
to achieve the effect of photo realistic terrain visualization, fast terrain rendering,
background region rendering and terrain visualization modeling are carried out on
the basis of geometric model and image data obtained from registration.

For the 3D terrain construction method based on lidar data, the interpolation
technique is first used to obtain continuous and smooth point cloud data after pre-
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processing the original point cloud data. Then the triangulation algorithm is used
to obtain the terrain surface. The terrain mesh obtained by interpolation and sub-
division can only represent the geometry information of the far end scene. Texture
information is also a necessary part of the remote scene model to achieve realistic.
The camera image is simultaneously acquired by a plurality of cameras loaded by
an unmanned vehicle [9]. These images are used for stitching, and the stitching
results are applied to Billboard vision. This can show greater vision space, realize
the realistic sense of the single frame terrain visualization.

2.4. Three-dimensional remote display system of unmanned
vehicle

A 3D terrain remote display system for unmanned vehicle remote control is de-
signed and implemented. The Basler SC A1400-17gm model camera and Velodyne
HDL-64E S2 64 line lidar are used as sensors. The sensor is fixed on an unmanned
vehicle platform, and simultaneously generates 3D point data and corresponding
image data in the radar coordinate system. The data is transmitted to the remote
control platform by wireless link, and the wireless network is used to transmit the
information. The virtual simulation environment is used as visual feedback, so that
the operator can switch the viewpoint from the driving position in the reconstructed
scene and the position near the unmanned vehicle. This process realizes the observa-
tion of the environment from the virtual viewpoint. In the integrated development
environment, a series of terrain and ground modeling experiments are carried out
by using the programming program, and the 3D visualization of the lidar image
and the camera image data is realized. A visualized 3D terrain model of unmanned
vehicle remote control is established, and the validity and feasibility of the system
are verified.

3. Results and discussion

3.1. A telepresence scheme for realistic scenes

This paper starts with two aspects of modeling realism and high efficiency. The
high precision 3D data of the measured scene is acquired by lidar, and the 3D
triangle mesh model of the scene is rapidly built. Through the calibration of radar
and camera, combined with the image information or coloring scheme of camera, a
3D realistic scene model with rich surface information and remote control operation
can be reconstructed. The data processing flow of the design scheme. The overall
design scheme includes two approaches, common cloud point data preprocessing
and 3D terrain geometry modeling. The realistic terrain rendering method based on
projection texture mapping and the fast terrain rendering method based on point
coloring are implemented. The remote scene expresses the Billboard part and the
ground surface model representation of non ground points.
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Fig. 4. Time consumption contrast between two algorithms

3.2. Three-dimensional terrain rendering results

The 3D mesh surface model of the system is constructed by elevation map with
a uniform square grid. However, the traditional Delaunay algorithm combines the
similar points in the original discrete point set data according to certain criteria to
form the optimal triangle. In order to make the point centralized, each data point
becomes a vertex of the triangular mesh, and the original scattered point sets are
used to generate continuous irregular triangulated networks that can cover the whole
point set region. The time-consuming comparison results are shown in Fig. 4. The
Delaunay algorithm can produce better segmentation effect, but it takes too long.
In order to improve the computational efficiency of terrain subdivision and make
it applicable to the unmanned vehicle simulation environment with high real-time
requirement, the terrain grid is verified by experiments. The algorithm is simple
and time-consuming. And the segmentation effect can approximately express the
relief of the terrain, satisfy the demand of mapping and remote control, and have
the whole optimum property.

Texture information can not only give a realistic visual effect, but also make
up for the lack of geometric modeling accuracy. Therefore, taking eight-line lidar
data and camera image data as an example, the texture information obtained by
using some technical means is added to the camera. This verifies the validity of the
rendering. Texture mapping and terrain visualization for eight-line radar data are
shown in Table 1.

Compared with traditional video remote manipulation images, the texture of
realistic terrain model after texture mapping has abundant texture information,
and can realize the observation of environment from different viewpoints [10]. With
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the help of the terrain model of 3D terrain and image information, the geometry
information of the scene can be enriched, and the exit path and the accessible road
can be easily judged. As shown in Table 1, interpolation time and texture coordinate
computation time are increased as the number of meshes increases, while rendering
time is almost zero. In the texture mapping of 400×400mm mesh size, good visual
effects have been achieved and the time consuming is about 55ms/frames.

Table 1. Experimental parameters

Line No. Mesh size
(mm)

Mesh num-
ber

Interpolation
time (ms)

Texture
coordinate
calculation
time (ms)

Render time
(ms)

5292 400×400 25×45 16 31 8

10260 300×300 34×60 15 47 14

14688 250×250 40×71 32 78 16

Compared with texture mapping, point coloring method avoids the process of
texture interpolation, and the rendering efficiency is much higher than that of tex-
ture mapping method. However, the resolution of radar data is far below the image
resolution. A large amount of image information is discarded if it is directly col-
ored by the point cloud. This effect cannot meet the remote-control requirements.
Therefore, the patch blocks are used instead of point coloring points to fill the gap
of the point cloud, so as to compensate for the loss of the information when the
resolution of the radar is lower than the resolution of the image. Under the condi-
tion that the number of interpolation points is 5292, the mesh size and the number
are 400×400mm and 25×45mm, respectively, the two methods of terrain rendering
based on projection texture mapping and point based shading are compared. The
result is shown in Fig. 5. When using the same size mesh, the interpolation time
of the two rendering methods is different from that of the texture/color coordinate.
But for the rendering time, it is more efficient to use the texture mapping based on
realistic terrain modeling method.

In order to show the special effects of 3D scene realistically, billboard method is
used to display the background area. The billboard is the projection of the camera
image, the surface must be parallel to the camera plane, and located on the camera’s
optical axis. Its size covers the projection area, and the image moves with the motion
of the vehicle. When the virtual viewpoint is the same as the camera’s actual
location, the billboard is barely perceptible. As the virtual viewpoint moves farther
away from the camera, the deformation becomes apparent. Billboard performs better
when viewed from a distant point of view, but when the point of view approaches, its
effect becomes dramatically worse. In the process of image matching, NCC operator
is used as the similarity measure operator to match the two images. Image mosaics
are performed using an affine transformation model with the parameter 6. Finally, in
order to eliminate the stitching difference between two images, a smooth and natural
stitching result is obtained. The pixel values of the pixels on the two sides of the



VIRTUAL REALITY REMOTE CONTROL 465

Fig. 5. Time consumption contrast between two rendering methods

joint and the distance between the pixels and the joint are weighted by the method
of linear fade. The pixels of the overlapped region are mixed to obtain the final
image results. Integrating the terrain model with the object model, the complete
remote scene expression is obtained.

3.3. Design and implementation of 3D remote display sys-
tem for unmanned vehicle

Virtual reality uses digital graphics models to recreate scenes in the real world.
The effects and the fidelity of the scene we see are related to the model. The basic
hardware settings at the system level include the remote control station, the on-board
unit equipped with the lidar, the camera, and the wireless communication module
for transmitting instructions and video. In the Visual C++ integrated development
environment, the application of Open Scene Graph is applied to carry out a series
of experiments on terrain and ground features modeling. The 3D visualization of
imaging lidar images and camera images is realized, and a 3D visualization model
of unmanned vehicle remote control is established.

Figures 6 and 7 are time consumption comparison of terrain modeling between
real terrain rendering module and point shading terrain rendering module. The
original LIDAR point cloud number is about 11966, and the interpolation points
are 11484 and 44814 respectively. The corresponding mesh sizes and numbers are
400×400mm and 91×32mm, 200×200mm and 194×87mm, respectively.

Using 400×400mm mesh size to interpolate texture mapping, the time con-
sumed during modeling is approximately 141ms/frames. Texture mapping using
200×200mm interpolation is similar to it. But the time consumption of interpo-
lation and texture coordinate calculation is obviously increased. In addition, the
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Fig. 6. Time consumption comparison results (mesh size 400×400)

Fig. 7. Time consumption comparison results (mesh size 200×200)

400×400mm mesh size interpolation of point cloud coloring models has large gaps
and is inconvenient for operator driving observation. After shrinking the mesh to
200×200mm, the coloring effect basically meets the needs of remote display, but the
time consumption reaches 391ms/frames. The computation of texture coordinates
of interpolation and point clouds takes a great deal of time, while the time con-
sumption of rendering is significantly lower than that of realistic terrain rendering.
The modeling results of the two functional modules can meet the remote control
requirements of unmanned vehicle remote control. In contrast, photorealistic ren-
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dering module works better and is more realistic. After fine interpolation, the point
shading terrain rendering module can achieve the approximate realistic shading ef-
fect. But the time consumption of interpolation processing is relatively large. In
time processing, the two methods have greater room for improvement.

4. Conclusion

The remote visualization system of unmanned vehicle remote control is used
as an application background, and the 3D visualization terrain modeling method
is studied from two aspects of theory and practice Firstly, the basic theories and
algorithms involved in the data fusion techniques of lidar and camera images are
analyzed. On this basis, a rapid terrain geometry modeling scheme is proposed.
Considering the two aspects of modeling effect and rendering efficiency, realistic
rendering based on projection texture mapping is applied to realize realistic rendering
of terrain model with rich scene information. Then, the point rendering terrain
visualization method with adjustable resolution is used to improve the rendering
efficiency of the model. At the same time, the point size control function makes the
interpolation time consumption and the modeling effect reach a good compromise.
Experiments show that the two methods can realize the observation of the virtual
viewpoint environment without the sensor data angle. High precision 3D data of
measured terrain are acquired by lidar. A 3D terrain model with abundant surface
information is reconstructed by combining the image information of the camera
or the coloring scheme. The system can support scene roaming at any point of
view, which overcomes the restriction of the limited observation field of vision in
the traditional vehicle remote control mode, and meets the demand of unmanned
vehicle remote display.

The system only realized the terrain modeling of unmanned vehicle remote con-
trol, and did not study the modeling of non-surface objects. At the same time, the
system does not have the Billboard vision display function based on image mosaic.
Based on the visualization of single frame terrain, the future research can provide
location and status information by means of navigation system, and integrate and
map multi frame radar data. In this way, more abundant information can be ex-
pressed, and a realistic offline 3D scene map can be set up, which can better meet
and meet the needs of unmanned vehicle applications.
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Research on data acquisition and
fusion system based on wireless sensor

Wang Bohuai1

Abstract. In recent years, wireless sensor network as a new information technology has
been subject to scientific and industrial sessions at home and abroad with the rapid development
of Internet of things. Based on this, the data acquisition and fusion system based on wireless
sensor was studied. In this paper, the structure of the wireless sensor was introduced, and the
design of the data acquisition system based on ZigBee wireless sensor network was studied, then
the design of the monitoring software of the data acquisition and fusion system based on wireless
sensor was carried out and the actual application was implemented. Experiments show that the
data acquisition system based on wireless sensor network can be used for collecting and realizing
all kinds of information data.

Key words. Wireless sensor network, data acquisition, temperature and humidity, data
fusion.

1. Introduction

In recent years, new short-range wireless communication technology has emerged
with the rapid development of computer networks, wireless communication technol-
ogy, microcomputer and sensor technology. Wireless sensor network makes a large
number of sensor nodes form a network in a self-organizing manner, and integrates in-
formation awareness through wireless short-range communication technologies. The
embedded system and wireless communication technology is one of the main research
subjects in the world. The wireless sensor networks reviewed by the Massachusetts
Institute of Technology as one of the ten technologies that changes the future of the
world. Traditional data acquisition system usually collects data of equipment by
wiring and manual mode, industrial production equipment appears in the dispersed
areas with the development of productivity technology. High temperature and high
pressure equipment for on-site data collection and maintenance are difficult and dan-
gerous, which needs to invest a lot of manpower and financial resources. Wireless
sensor network based data acquisition system can not only solve the problems in the
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artificial cable system, but also can improve the market competitiveness of enter-
prises. Extensive use of sensor network data acquisition system can be made on the
basis of power consumption of industrial production. On the one hand, temperature
and humidity control effects can be improved by wireless monitoring of some process
temperature and humidity, so as to improve product quality; on the other hand, the
power consumption of the power plant is monitored in real time, and the equipment
maintenance and replacement can be carried out, so as to realize the purpose of
saving cost and reducing energy consumption.

2. State of the art

The United States first used wireless sensor network in military areas. The ap-
plication of wireless sensor network in the United States expands from the military
field to civilian areas such as home automation, environment, energy monitoring
and building automation [1]. Intelligent dust engineering of branch of University
of California at Berkeley achieved a cubic millimeter application platform in July
2010 [2]. According to the project in 1999, the development of ultra-small operat-
ing systems was still the first choice for wireless sensor network operating systems
[3]. In addition to the University of Berkeley, Massachusetts Institute of Technology
was also engaged in the research of wireless sensor network with very low-power
[5]. While Auburn University was engaged in self-organizing sensor network [4]. In
addition, the University of Pennsylvania and Cleveland State University were also
engaged in related research. In addition to universities and research institutions,
major foreign manufacturers have also conducted a wireless sensor network research
[6]. Philips and Motorola and other well-known international companies set up the
ZigBee Union in 2001, the alliance was committed to the study of ZigBee technolo-
gies such as short distance, low power consumption and low cost. ZigBee has become
one of the best technologies in the field of wireless sensor network [7]. All kinds of
commercial organizations represented by academicians of the Chinese Academy of
Sciences as well as representatives of major scientific research institutions and op-
erators have explored and researched the theory and application of wireless sensor
network [8]. The Institute of computer science of the Chinese Academy of Sciences
has developed a wireless sensor network node GAINZ, which has been compatible
with the mainstream 2.4G wireless sensor network nodes in the market, and trans-
mission distance and power consumption have had certain advantages. The Institute
of information engineering of the Chinese Academy of Sciences has done a great deal
of work in wireless sensor network security protocols [9].

3. Methodology

Wireless sensor is defined according to three kinds of nodes from the perspective
of network logic: PAN coordinator, coordinator and terminal node; the PAN coor-
dinator is unique across the network, and it is usually used as a network setup and
initialization to implement a more powerful [10]. The coordinator is determined by
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the number in the network, which assumes the function of network maintenance.
The terminal node is generally the terminal node of the network, the function is
simple and the cost is the lowest. In this paper, the convergence nodes on the
PAN coordinator, the temperature and humidity sensing points, and the instrument
nodes of the end nodes play the important role. MAC structure is divided into
star, topology and peer structure. In topology, all communications are built on the
PAN coordinator and other devices. There are three transport modes in peer to
peer topology: data transformation from the terminal device to the coordinator,
data transformation from the coordinated to the terminal, and data transformation
between the coordinator and coordinator. Physical map of wireless sensor is shown
in Fig. 1.

Fig. 1. Wireless sensor

The physical layer includes home automation, PC peripherals, games and per-
sonal care, the use of peer-to-peer network nodes can form more complex networks,
the network topology has a wider range of applications and higher security, the mesh
network topology used in this paper is also based on peer-to-peer network topology.
The main function of the network layer is routing addressing and establishment and
maintenance of network. ZigBee network is a kind of wireless self-organizing net-
work, the nodes in the network are communicated and organized each other through
single hop or multi-hop, and are distributed flexibly throughout the network. Zig-
Bee network topology is rich and diverse, such as star network, tree network and
mesh network topology, the network based on peer-to-peer network and mesh net-
work.Network topology control can automatically generate a good network topology
through topology control, which can improve the efficiency of routing protocols and
MAC protocols, lay the foundation for data management, and save node energy to
prolong network lifetime. The sensor network protocol is responsible for the for-
mation of a multi-hop data transmission network for individual nodes; the sensor
network is compatible with the IEEE 802.15.4 standard. The standard physical layer
is used O-QPSK coded modulation, and radio frequency signaling is transmitted by
differential means to form a peer to peer network (hierarchical routing). CSMA/CA
access channel is used at the data link layer, two addressing modes: 16 bit short ad-
dressing and 64 bit IEEE addressing are used, at the same time, a cache mechanism
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with reduced power consumption is adopted to allow the energy devices to sleep in
most of the time, whether or not a message is waiting for processing by periodically
listening to the radio channel to balance energy consumption and message latency
and ensure low power consumption management, the transport layer uses a complete
handshake protocol.

The design of data acquisition system based on ZigBee network mainly includes
three parts: terminal node, data acquisition node and monitoring software, of which
the terminal node and the data acquisition node are implemented in the two part
of the ZigBee network. The terminal node corresponds to the temperature and hu-
midity sensing nodes and instruments of the ZigBee network, and the terminal node
and the data collection point form a mesh network, the main function of monitor-
ing software PC is to monitor the ZigBee network in real time and end the node
perception data. The terminal node-aware information data is sent to the GPRS
DTU through a string at the convergence point of the data collection point. GPRS
DTU will receive TCP data packets, and finally sent to the monitoring software for
real-time display, the structure of data acquisition system based on ZigBee network
is designed as in Fig. 2.

Fig. 2. Structure of data acquisition system based on ZigBee network

The ZigBee network includes both terminal nodes and data acquisition contacts.
There is only one data node and the rest is the routing point in all data collection
points. The data sensing point is powered by the battery, and the data acquisition
node requires a stable power supply, and all nodes use a mesh network and tree
network as an alternative. Endpoint nodes are sensed by temperature and humidity
data and instrument data, ZigBee transmits wireless power to monitor point pro-
cessing. The monitoring point will receive data through three types of nodes to the
network node, as shown in Table 1.

WPF is a technology developed by Microsoft, which uses the new presentation
layer framework technology and integrates many framework technologies, including
user GDI, GDI + and HTML. WPF has done the separation of the front desk inter-
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face designer and the daemon developer. It has also flexible layout system, powerful
data binding, advanced graphics animation support, and easy-to-use template styles.
ZigBee monitoring software needs to dynamically display changes in each terminal
node, such as the terminal node to join the network or leave the network, and it
needs to dynamically display the value of each terminal node acquisition. WPF
can not only easily realize the 3D effect display of each terminal node, but also can
realize the animation effect of each terminal node easily. WPF will automatically
handle these details, and we just need to explain how we move the animation, other
things are completed by the WPF system.

Table 1. Nodes of ZigBee network

Converged nodes In the initial processing phase, the ZigBee sink
node is used to initialize the network structure,
select the channel, PAN ID and extend PAN
ID. After the completion of the network, on the
one hand, the sink node acts as the role of the
ZigBee router and is responsible for forward-
ing data; on the other hand, the sink node will
also be responsible for network channel man-
agement and handle the binding requests of
the new terminal nodes. If the security proto-
col is used, it also acts as a trust center.

Routing nodes The ZigBee routing node is used to transfer in-
formation sent by other nodes in the network.
In default, the network layer is used in tree
addressing and meshes networks. ZigBee rout-
ing nodes select routes to forward messages
through training. When the node’s memory is
not enough to run a mesh network, a tree net-
work with lower memory requirements is auto-
matically selected.

Terminal nodes The terminal node is the node that realizes
temperature and humidity sensing and meter
reading. The first one is needed to join the
ZigBee node or the ZigBee coordinator node,
and then managed by the ZigBee sink node
and the routing node.

In this paper, there were 10 terminal nodes and 1 receiving nodes in ZigBee
network and the terminal node had four temperature and humidity acquisition nodes
and six meter reading nodes. The circle represented a node, and 11 circles were
drawn. Each terminal node dynamically joined the network or left the network,
which needed to be embodied in the graphical monitoring interface program, so the
timer was set for each terminal node. After the terminal node joined the network, the
monitoring data and the 64-bit long address were sent to the monitoring software,
and the terminal node graph automatically displayed the animation in 5 seconds.
The terminal node temperature and humidity and meter reading value were sent once
every 1 second, but packet loss was sometimes taken into account in the network
state, accordingly, each terminal node corresponded to a timer count of 10 seconds,
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that was, if there was no terminal node sending the successful data in 10 seconds
to the monitoring software, the timer would cause the terminal node to disappear
within 5 seconds.

In order to reflect the relationship between the terminal node and the starting
node, each terminal node and the destination node were connected to the network
through a line segment. When the terminal node joined or left the network, the
corresponding rows would also display or disappear animation. The data received
from the TCP was the network type that contained the network address, and the
terminal node sent both numeric and numeric fields. After parsing the data, the
network address needed to be stored in an array, and each item in the array cor-
responded to the terminal node pattern. This was because when a terminal node
left the network and rejoined the network, the array would be able to find which
graphics the terminal node should display. If the 64 bit address was indicated, the
ID of the terminal node would become very long, so the last 16 bits in 64 bits were
displayed in hexadecimal numbers. The sink node was connected to the monitoring
terminal, it could be used to configure and manage the wireless sensor network node,
issue the monitoring task, and receive and process the monitoring data. The tone
generator was just an exception alarm and added a serial communication interface
to the computer. The components of the terminal, SQL, Postgres, database, and
user interface were monitored through the user interface, and the user interface pro-
vided the interface between the monitoring terminal and the wireless sensor network
through the sink node. The Postgres SQL database stored various types of sensor
data for querying, scheduling, and analysis. The user interface was based on the Java
application interface, which was consisted of a set of Java classes and some appli-
cations, including the following contents: user interface, graphical interface, display
sensor, experimental data tables and change charts, analysis of monitoring results,
visual dynamic network topology, and warning the abnormal work environment on
node.

4. Result analysis and discussion

The system can regularly collect data of temperature and light intensity and
data storage. The main program flow chart of the system is shown in figure 2.
When the system was running the acquisition program, first of all, the sensor node
determined whether the collected temperature or illuminance was greater than the
threshold value or not, and the environment anomaly near the node was indicated
if the condition was satisfied (this node was treated as an exception node in this
paper), sink node alarmed, monitor terminal displayed alert; system automatically
stored data and maps at that time, and sensor nodes continued to acquire. At this
point, the monitoring terminal could first be used to calculate the abnormal cause
of the node according to the saved distribution map at that time, then all the data
collected that were deployed with 6 sensor nodes inside the room were placed next
to one device, meanwhile, the fluorescent lamps just above the nodes 2, 6, 5 and 3
were in the open state. Node 0 was the sink node, which was connected with the
monitoring terminal. Firstly, the sink node sent the commands to the sensor nodes
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for continuous collection of ambient temperature and illuminance, and then each
node sent data to the sink node and displayed it at the monitoring terminal in real
time. The interval of data sampling was 2 s, and the temperature threshold was set
to 30 ◦C, and the illuminance threshold was set to 650l. The data collected by the 6
nodes temperature sensor at a certain time is shown in Table 1. There was a gap of
2 ◦C between the maximum and the minimum, which was much more accurate than
the single point acquisition, and also showed that the temperature values in each
region weren’t the same. The experimental results show that the wireless sensor
network technology can achieve fine sampling in the monitoring area.

Each terminal node was represented by a text box. The default template for
a text box was rectangular, but each rectangle could be changed to a circle by
replacing template. Data sent by temperature and humidity sensing nodes was
displayed by analyzing three rows of data: the first line of data was the 64 bit long
address after 16 bits and sixteen decimal numbers; the second line of data was the
temperature, the unit was centigrade; the third line was the relative humidity, the
unit was the degree. For power meter nodes, the data was displayed by analyzing
the two rows of data sent: the first line of data was 64 bit long address with sixteen
hexadecimal numbers;the second line of data was numeric. There were 4 temperature
and humidity sensing nodes, 6 power meter reading nodes, and a sink node consisting
of ZigBee networks. The GPRS DTU simulation software was sent to the display
interface of monitor software, as shown in Fig. 3.

Fig. 3. Program of monitoring software interface

In Fig. 3, the API was used to enter the IP address of the data monitor. The
“listen port” text box allowed us to enter the TCP port number that the data listener
had. Listening of data was monitored by starting TCP sockets, the server stopped
listening to data through "Stop listening" button. Sink nodes and information col-
lected from each terminal node are as shown in Table 2.
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Table 2. Information collected by terminal node

Sequence of nodes Types of nodes Value of information

1 Temperature and humidity nodes Temperature: 26.5; humidity: 39

2 Temperature and humidity nodes Temperature: 25.5; humidity: 37

3 Table lookup node Meter reading value: 0.23

4 Table lookup node Meter reading value: 0.25

5 Temperature and humidity nodes Temperature: 25.8; humidity: 36

6 Table lookup node Meter reading value: 0.26

As can be seen from the above table, the maximum temperature was 25.47 ◦C
and the minimum temperature was 25.040 ◦C. The difference between the highest
and lowest temperatures was less than 0.6 ◦C. The meter reading value was the
same as the meter reading of each instrument, so the collected instrument read
the data accurately. For temperature and humidity data, the monitoring value of
the monitoring software was changed every second. For meter reading data, when
the power meter was connected to blower with power supply 1 kWh, monitoring
meter readings of monitoring software would increase by 0.01 kWh every 36 seconds,
therefore, the effect of real-time monitoring was also realized.

5. Conclusion

The data acquisition accuracy of traditional single point data acquisition system
is not high enough to achieve the purpose of accurate monitoring. Multiple sensors
can monitor the environment in many directions. Therefore, a scheme of environ-
ment data acquisition system based on wireless sensor network was proposed, in
this paper, the data acquisition system based on ZigBee wireless sensor network was
designed and implemented, and the data types collected included air temperature,
humidity, and meter reading data. Based on the full study of ZigBee network, the
networking of ZigBee mesh networks and data transmission were realized, and net-
work layer security related interface was called to realize data security transmission
of ZgBee network layer. In addition, high-precision temperature and humidity data
and accurate meter reading data were collected. Finally, it is found that the dif-
ference between the highest and lowest temperatures is less than or equal to 0.5 ◦C
through experiment; in addition, the monitoring software developed in this paper
can be used for wireless meter reading. The monitoring software developed in this
paper has a simpler function, the number of ZigBee network terminal nodes displayed
can’t exceed 10, and monitoring software cannot send information to the terminal
node because of the limited time and effort. Therefore, the further improvement of
the function of monitoring software is needed.
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Analysis of key technologies of
distributed file system based on big

data

Zhou Junping1

Abstract. With the advent of the big data era, it is becoming more and more urgent to
provide a stable and efficient distributed file system. The performance of traditional distributed
file systems is becoming increasingly difficult to meet the growing needs of the Internet in terms
of scalability, stability, and access to multiple users. The key technologies of big data oriented
distributed system - Clover cluster system were designed in this paper. In this system, the two-
stage mapping relation and two segment decision protocol were adopted to ensure the operability,
extensibility and availability of metadata. The performance test shows that the Clover cluster has
good operability, scalability and availability in metadata, and can be used as the key technology
for big data oriented distributed systems.

Key words. Big data analysis, distributed file systems, Clover cluster.

1. Introduction

With the development of information technology, there have been more and more
kinds of information in data center and Internet, and semi-structured and unstruc-
tured data has become explosive increase in geometric quantity [1]. These are signs
of the era of big data. Compared with the previous data, the information in the big
data era presents the following characteristics:

(1) With the rapid growth of massive data files, the size of the file has expanded
rapidly. In large-scale Internet Co, such as Alibaba, Tencent and so on, the size of
their data has already exceeded the PB level, and the amount and size of documents
to be processed is beyond measure [2].

(2) User access: for some large Internet Co in China, it is common to say that
more than one million or ten million people live online at the same time. The large
amount of random read and write data caused by so many users accessing online at
the same time is fatal to the entire system, whether it is storage or access [3].

(3) Data structures and processing are varied. With the steady development of

1Ulanqab Vocational College, Wulanchabu City in Inner Mongolia, 012000, China
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Internet applications, the types of Internet applications have become multifarious
[4]. For both offline data transmission and online data analysis, the system needs to
provide uninterrupted high-quality services, so that the system security requirements
are getting higher and higher [5].

With the advent of the big data era, the demand for storage systems has become
even severer. The storage system should not only support data processing and
analysis of data center and Internet applications, but also should store a large amount
of data in a timely and effective way, which is embodied in the following aspects:

(1) In the face of large amounts of data and huge files, the storage of the system
needs better scalability and concurrent processing capability.

(2) The system can support different kinds of access requirements in different
ways.

(3) The sharing of data and the security of data are becoming more and more
important. Under the premise of providing full freedom and sharing, the system
should also ensure the safety and reliability of data [6].

2. State of the art

The distributed file system refers to the physical storage resources that are man-
aged by the local file system and are connected to the nodes through the Internet
network rather than directly connected to the local nodes [7]. The design of a dis-
tributed file system comes from the client server model. In a full network, the server
can provide services that many users access online simultaneously [8]. At the same
time, the network also allows some systems to act as both users and servers [9]. For
example, a user releases data that other users can also access, and when other users
access the data, the data is local drivers for the client.

3. Methodology

Specifically, all kinds of distributed file systems can adapt to a certain applica-
tion environment and play a superior performance and well meet the needs of the
computing system for storage system at the various stages of storage technology
development [10]. The design and implementation of the distributed file system are
based on a certain storage structure, which is organized according to the storage
medium, and the storage structure adopted in the distributed file system is mainly
divided into virtualization storage structure and object storage structure [11]. The
more successful distributed file storage systems currently used are GFS, HDFS,
PNUTS, etc.

• Research on GFS architecture: GFS supports massive data block storage. For
file updates, GFS is done by adding new data rather than modifying the raw
data [12]. In the GFS architecture, the stream mode of a large number of
data is the read operation, and the random mean of a small amount of data is
the read operation [13]. As can be seen from the above, GFS performs better
in large-scale search services, but it also limits GFS’s business applications in
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other areas.

• Research on HDFS architecture: HDFS supports user or user programs to
create folders and stores data and documents [14]. Users can use the per-
missions to create, delete, move, and rename the folder, but HDFS does not
support user disk quotas and access restrictions. In data storage, HDFS also
supports data block storage, while the disk data errors, heartbeat detection
and re-replication are features of HDFS [15].

3.1. Clover file system

The Clover distributed file system uses the multiple data server architecture,
which can be completely compatible with the HDFS interface by separating the data
stream and the control flow. While ensuring the functionality of the file system, it
also enables the use and scalability of the very high meta data, and the operation
of metadata in the no data server can also be unified.

A typical Clover cluster is shown in Figure 1, the underlying layer consists of
several data servers (datanode, DN), and metadata servers are linked (metadata,
server, MDA), a cluster is formed by storing, analyzing, and storing data and meta-
data with a shared storage pool, and the services are provided to clients primarily
with client nodes.

Fig. 1. Typical structure of Clover cluster

In the Clover cluster, the files are stored on a specified number of data servers
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in block form, and the data servers are placed in duplicate copies of the blocks of
files, and the data is checked on the data server. When the metadata server sends
a command to the file, the relevant data server sends the file of the genus to the
corresponding node according to the block information, so as to reduce the memory
occupancy of metadata servers and optimizing the system. At the same time, similar
to the HDFS disk data error and heartbeat detection function, the Clover cluster
also periodically detects nodes on the metadata server and uploads the test files
corresponding to the information and content claims to the shared storage pool.
The node detection of the metadata server can be directed to a single metadata
server node, or to all metadata server nodes within the cluster, at the same time,
the corresponding nodes can be backed up and saved, so that when the fault occurs,
the backup can be replaced quickly, and the functions of the cluster can be quickly
restored.

When the metadata server issues a request to process metadata, the correspond-
ing metadata server will form a corresponding cluster, then store metadata related in-
formation, and provide corresponding functions, such as file retrieval, file attributes,
file names, and so on. At the same time, the cluster stores the corresponding con-
tents written in the shared storage pool, so that the next operation can be done
quickly and effectively. While writing content to a shared storage pool, the meta-
data server also writes the content back to the local server, and thus the reliability
and convenience of the next operation are guaranteed by comparing the two contents
in the shared memory and the local server.

3.2. Extensibility of metadata

By reasonably dividing and mapping the spatial information of the names, the
division of namespaces can be self-adaptable and extended, and can adapt to the
rapidly growing amount of data and files, so as to save space and optimize the
system. In the Clover cluster, the Hash is used to partition namespaces.

When data is stored into a number of metadata servers, the operations such as
renaming, copying, pasting can affect more than just a metadata server, which can
cause a large amount of metadata to be transmitted in the metadata server, and
make system pressure. Through the global distributed directory Hash table (global,
Hash, table, GDT), the mapping relationship between directory and metadata server
is established. In this mapping relationship, there are two levels in the Clover cluster.
The mapping of the first level is the storage path name of the file or data, and the
Hash is calculated to find the GDT mapping relation. The second level is based
on the first level, and the mapping relation of one to one is obtained. Through the
consistency Hash algorithm, the nearest metadata server node is searched in the
Clover cluster and mapped to the corresponding metadata server.

GDT likes a huge combo cabinet, each metadata service is a drawer on the
cabinet with different maps. GDT is composed of these mapping tables, and each
mapping table is stored on different metadata servers in blocks. Figure 3 shows
the process of metadata manipulation by using the GDT principle. The dotted
line represents the corresponding files generated during the process, but when the
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operation is completed, the system is deleted. Starting with the mapping of the first
level, the GDT on the metadata server 2 where the /bin/foo7 is stored is searched.
Then, by using the second level algorithm, the relevant metadata information is
directly operated on the metadata server 2. The advantage of the process is to
operate metadata directly on the metadata server, so as to avoid space occupation
caused by metadata migration, greatly save the space of the system and optimize
the structure of the system.

Fig. 2. Operation using GDT

3.3. Shared storage pool

The shared storage pool of Clover mainly solves the problem of consistency in
distributed metadata analysis processing. Because of the mapping structure of the
Clover two levels, Clover metadata is not stored on the corresponding metadata
server, which is possibly from another metadata server. Storing data on a metadata
server while operating it on another metadata server are likely to cause metadata
differences. Therefore, in order to ensure consistency of metadata in the file system,
Clover reaches two protocols with the shared storage pool in response to the two
level mapping structure of Clover, so as to ensure that the system can recover quickly
when the metadata failed or varied.

There are the preparatory stage and the execution phase of the two paragraphs of
the agreement. In the preparation phase, the client proposes requirements, and the
system selects the metadata server according to the mapping structure of the two
levels and sends the ready commands to them. When the selected server receives
the ready command, the censoring itself is carried out to ensure that it meets the
requirements and can complete the commands. At this point, in the shared storage
pool, the status of these metadata servers is generated, namely, the original data files.
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When the selected metadata server reviews itself, the system is ready to complete
the instructions, while the metadata server that does not pass the audit will not
send ready to complete commands. When the selected metadata server sends the
prepared instruction and the system receives it, the preparation phase is complete.
When the system does not receive the ready and complete command of the selected
metadata server within a specified time, the preparation is not completed. At this
point, in the shared storage pool, records are made to metadata servers that are
not ready for replies, at the same time, the system sends the failed records to the
metadata server.

When the preparation phase is complete, the system enters the execution phase.
As the execution phase begins, the system assigns roles to the underlying metadata
server and issues different execution commands. At the same time, the shared storage
pool will back up the relevant metadata server records. After the metadata server
executes the relevant commands, the result is returned to the client and the execution
of the command is resumed to the system. When the execution fails, the metadata
server sends the canceled command to the system, and in the shared storage pool, a
failed record is added to the metadata server’s record, and the system sends a failed
record to the metadata server.

3.4. Metadata recovery mechanism

In the face of huge amounts of data, it is inevitable that the data server will
fail. With the expansion of Clove cluster size, the number of metadata increases
with the geometric index, and metadata is used more frequently in the process of
metadata processing and analysis. However, with the frequent use of metadata,
there are failures, errors and other phenomena. How to recover metadata, optimize
the system, and avoid the metadata server failures and node failures because of the
storage errors or invalid metadata has become the focus of the research.

The Clover cluster is in the shared storage pool, and the metadata server is used
for each time, backups and records are automatically generated. When the metadata
server fails or fails to respond, backups from the shared storage pool play a role and
operate on the associated records. In this way, both the system can be optimized
and the metadata for invalidation or error can be recorded. In Fig. 3, when the
1 command execution system metadata server fails, the backup stored in a shared
storage pool plays a role in the system and avoids no response.

4. Result analysis and discussion

4.1. Operational performance of metadata

When metadata was operated under a Clover cluster, its performance was tested.
These operations such as file information capture, creation, deletion, renaming, and
subdirectory creation, may occur on a metadata server, or may be linked in series
with several metadata servers and completed through multiple nodes. When the
test was carried on, loads were added to the Clover cluster, files were created on
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Fig. 3. Backup based on shared storage pool

each metadata server, and then the properties of the file were searched, and a series
of operations such as creating sub files, renaming, deleting and so on were carried
out, so as to enable the system to begin processing large amounts of data. For each
of these operations, each operation was performed one hundred thousand times.
The performance test results are shown in Fig. 4. Vertical coordinates showed the
time taken by operations, which was used to measure the performance of metadata.
Clover-nMDS stood for the number of metadata servers in the Clover cluster.

Fig. 4. Results chart of metadata operational performance testing

As can be seen from Fig. 4, under the condition of a metadata server for HDFS
and Clover, there was no difference between the time required for file creation and
information acquisition. However, with the increasing number of metadata servers,
the time required for file creation and information acquisition became shorter and
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shorter. Because with the increasing number of metadata servers in the Clover clus-
ter, metadata transfers did not occur between each other, so that the time required
to complete the operation became shorter and shorter. For file deletion, renaming,
and the creation of sub files, the 1–2 metadata servers did not have any advantages
over HDFS, but consumed more time instead. However, as the number of metadata
servers increased, the time required for operations began to decrease.

4.2. Metadata extension performance testing

The extended performance of metadata is a key performance of large data pro-
cessing and analysis. In the case of using a constant number of clients to operate
together, HDFS was taken as a reference index, the metadata extension performances
of Clover clusters with different metadata servers were compared in this paper. The
number of clients should be more than 10, and twelve clients were selected for si-
multaneous operation.

Table 1. Metadata extension performance of different Clover metadata servers

Number of MDS Added Create Getfileinfo Delete Mkdir Rename
1 159.32 156.45 –3.92 –9.35 –7.73
3 112.38 147.44 5.13 6.33 5.06
5 103.56 136.92 6.51 8.41 8.39
7 100.73 116.59 7.7 9.63 9.17

As can be seen from Table 1, as a large number of 10 clients operated simulta-
neously, the number of metadata servers in the Clover cluster increased, the per-
formance of the element boards became better and better. For file creation and
file information access, adding a metadata server had maximum scalability, which
was the same as the previous metadata performance test results. However, for the
metadata extension of file deletion, renaming and the creation of sub files, the more
the number of metadata servers increased, the better the scalability was achieved.
Because in the presence of multiple metadata servers, load metadata servers be-
came the same, and were no longer focused on one or several metadata servers, the
extensibility of metadata was improved.

4.3. Metadata usability testing

The availability of metadata refers to the time which is taken to recover a system
when the metadata server fails. HDFS itself has a large number of spare nodes,
and can detect the metadata server through periodic disk data detection, heartbeat
detection and so on. When the metadata server fails, it is necessary to manually
load the relevant files, check the metadata server and node, and restore the system
through the standby nodes. The Clover cluster supports the backup and recovery
of the metadata server through the backup data of synchronous metadata server in
the shared storage pool and through the system failure mechanism. Table 2 shows
the system recovery time required by the HDFS and Clover clusters for different size
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dependent recovery files under the condition of a metadata server.

Table 2. Size and recovery time of the file

Size of the Checkpoint File/MB HDFS Clover

16 3.334 0.728
32 6.472 0.871
64 12.975 0.649
128 25.832 0.732
256 52.187 0.806

As can be seen from the table, the recovery time required by the Clover cluster
was significantly smaller than that of HDFS, and the size of the recovery file was
not related to the size of the Clover cluster as compared with the HDFS. The reason
is that in the Clover cluster, the shared storage system can also backup metadata
servers, so that no matter how large the file size is restored, the Clover cluster can
always recover the system quickly and keep the service of the file system uninter-
rupted.

5. Conclusion

With the advent of the big data era, the processing and analysis of mass data
become more and more common. In this paper, the key technologies of distributed
system design for big data were studied, and the Clover cluster system based on
the two-level mapping structure of the global distributed directory Hash table was
proposed. With the backup and record of the shared storage pool as the metadata
server, the system was optimized by using the two section decision method, and a
stable and efficient file distributed system was obtained. Through related perfor-
mance testing, it can be found that the Clover cluster system has better metadata
operation, metadata expansion is also improved, the system stability is high, and
the system optimization is better, thus providing a critical technology for distributed
file systems for big data analysis.

With the above advantages, Clover cluster can ensure the operability of meta-
data, improve its scalability and availability, and lead to more stable and effective
distributed file system. With the future optimization and improvement of Clover
cluster, Clover cluster technology will occupy a more important position in the key
technology centers of big data oriented distributed files.
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Research on application of DDos
attack detection technology based on

software defined network1

Guo Jing2

Abstract. Distributed denial of service (DDoS) attack is one of the main threats to network
security. Although the principle and mechanism of DDoS attack has been widely understood and
researched, the detection and prevention of the attack behavior is still very arduous, because this
form of attack has high degree of concealment and the dynamic distributivity. In this paper, the
characteristics of software defined network and the characteristics of DDoS attacks are analyzed
and researched. An improved DDoS attack detection method is proposed, which is different from
the traditional method that only detects the single link and network for the victims. Based on the
software defined network (SDN), classification learning algorithm is used to detect DDoS attacks
online through the construction of an efficient global network flow table feature values, and com-
bined with the feature selection algorithm that can optimize the flow table feature sequence. The
experimental results show that for the DARPA 99 and CAIDA DDoS 2007 two typical real data
sets, the method can improve the detection rate of the DDoS attacks and significantly reduce the
false alarm rate, and it has good comprehensive performance.

Key words. Software defined network, DDoS attack detection, feature selection algorithm.

1. Introduction

The Internet has become an important information infrastructure in modern so-
ciety. The rapid popularization and wide application of the Internet have profoundly
changed the way of human life, and the Internet has become an indispensable part
of daily affairs. A short service interruption may jeopardize people’s normal work
and life, the financial order, economic stability, and even national security, bringing
immeasurable loss. Therefore, it is of great significance to ensure the continued ap-
plications of network for the maintenance of network security. Distributed denial of
service attack (DDoS) [1] sends a large number of data packets to the target host by

1The authors acknowledge the Special research project of Shaanxi Provincial Department of
Education(17JK2038).

2School of Information & Engineering, Shaanxi Institute of international Trade & Commerce,
Xi’an, 712046, China
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multiple hosts, making the target host resources unable to provide normal services
because of excessive consumption. DDoS shows the characteristics of strong attack
intensity, strong source of attack, attack range and strong concealment on attack
means, characteristics and effects [2]. Compared with other attacks, DDoS attack is
simple, the destructiveness is strong, and it is difficult to detect and defend.

2. Related technology

2.1. OpenFlow protocol

The OpenFlow protocol is the communication interface standard between the
controller and the switch controller [3]. The configuration and management of con-
troller to switch is through the regulation message types of protocols, including
symmetric message, the controller-to-switch and asynchronous message, and each
kind of news has many types of sub-news. Among them, the symmetric message can
be initiated by either the switch or controller, and is used to establish or maintain
the connection between controller and switch; the controller-to-switch messages is
initiated by the controller, and is used to acquire or manage the state of the switch
for the controller. The asynchronous message is initiated by the switch, and is used
for the exchange to notify the state changes or network event to the controller.

According to the OpenFlow protocol, the flow table in the switch is the basis
for transmitting of the data packets. Each of which consists of a plurality of flow
table entries [4]. The flow table represents the data forwarding rules, including the
matching domain, operation, counters. The matching domain is used for matching
packets, so as to use rich rules in forwarding a packet, including most of the key
identifications of the link layer, network layer and transport layer. Each address
identification can be a certain value or any value, but also can be used to achieve a
more accurate matching. The operation shows the actions to the data packet that
the matching is successful, such as forwarding to a port, packet loss or modify the
packet header information. For the data package that does not match the flow table,
the switch will encapsulate it to sent to the controller through a secure channel, and
the controller will decide what kind of operations on it. The counter is used for
the the statistical of the basic information of data stream, including the number of
packets and the number of bits that match the flow table.

2.2. DDoS detection technology

According to the DDoS attack detection strategy, the detection technology can be
divided into two kinds: anomaly detection and misuse detection. Misuse detection
can match the known attack characteristics with the collected and observed user
behavior characteristics [5]. The system can quickly judge the attack behavior. At
present, the most representative misuse detection methods include expert system,
pattern matching, state transition analysis and so on. Different from other network
attacks, the content of the DDoS attack is legal without any vicious data code,
so it is difficult to extract and detect the inherent characteristics of the attacks.
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Therefore, the detection efficiency based on misuse DDoS attack detection method
is limited, and the missing report rate is higher. Anomaly detection method is
based on the establishment of the normal behavior model of the target user and the
system to compare the deviation between the measured behavior characteristics and
the normal behavior model to identify the attack [6]. This method not only can
detect DDoS attacks effectively, but also can detect new attacks that is similar to
attack features. This paper mainly studies the anomaly detection for DDoS

3. Attack detection

In this chapter, we design and implement a DDoS attack detection method based
on the characteristics of flow table. This method is applicable to software defined
network environment [7]. Through the analysis of the characteristics of DDoS and
Open flow protocol, combined with mutual information to select the optimal flow
surface features, the classification algorithm of attack detection is used to realize the
comprehensive and effective attack behavior judgment.

3.1. Attack detection method based on the characteristics of
flow table

The basic idea of attack detection method based on flow table feature is that
the flow table information in the software defined network switching equipment is
extracted to convert into feature vectors, and the optimal feature is extracted to
build the attack detection classifier [8], and finally the new network flow is classified.
In this section, we introduce an attack detection method which can be applied to
software defined network from the flow table feature matrix and feature selection
algorithm.

3.2. OpenFlow flow table features

The characteristics can be used to characterize some known attacks, is a descrip-
tion for the attack behavior [9]. For each kind of network attack, we should extract
the characteristics of the attack, in the ideal state, we should always be able to
detect and identify malicious attacks through these features. The feature vector of
the flow table is a high-level abstraction of the attack and normal data, which is the
basis for the identification of the attack.

4. Experiment and analysis

4.1. Experimental environment

In this paper, DARPA 99 is used as normal data set Trace normal, CAIDA
DDoS2007 data set is used as a base of the generation of abnormal flow Tracel,
and the attack in DARPA 99 data set ia taken as Trace2 abnormal flow, the ab-
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normal flow of Tracel and Trace2 are mixed as the attack data sets Trace DARPA
99 is attack attack. DARPA 99 is used for the laboratory evaluation of intrusion
detection system by MIT Lincoln laboratory and the U.S. Air Force Research Lab-
oratory, and each data of the data set has recorded the detailed information of data
packet. CAIDADDoS 2007 contains approximately one-hour DDoS attack flow data,
in which the flow data contains only the attack flow rate and the response of the
destination host, which is stored in pcap format.

Firstly, the normal data set and the attack data set are sampled periodically,
and the sampling periods are recorded as t, and T , respectively. At the same time,
the flow set is converted to a set of flow table items. The average packet number,
average number of bits, flow table rate, single stream item rate, request flow ratio,
source address entropy, source port entropy, and destination port entropy 8 kinds
of attributes are obtained to generate the experimental samples and the signature
sequences are signed after the flow table feature of the generated flow table item set
are counted. The characteristic attributes are 8 categories, which are labeled as 1–8,
and the classification attributes are classified into 2 categories, namely: 1 and -1.

KNN, SOM and SVM algorithms are used to learn and test data sets. The
analysis tool used by SVM classifier is the LIBSVM software package. KNN and
SOM use the analysis tools in Matlab. In this paper, the detection rate, false alarm
rate and the total error rate these 3 evaluation indicators are used to assess the
effectiveness of the test, which are expressed as DR,FR,ER, respectively, as shown
in the following formulae:

DR =
TN

TN + FN
, (1)

FR =
FP

TP + FP
, (2)

ER =
FN + FP

TP + FP + TN + FN
. (3)

Here, TN is the number of attack samples labeled in the attack samples to be
tested, FN is the normal samples number labeled in the attack samples to be tested,
TP is the normal samples number labeled in the normal samples to be tested, FP
is the number of attack samples labeled in the normal samples to be tested.

5. Experimental results

5.1. Feature selection experiment

5.1.1. Influence of selected feature sets on different classifiers. In this paper,
we propose a feature selection method based on mutual information, which can stop
the search of the feature subset after getting the characteristic attributes of the
setting number, thus generating 8 different feature subsets. KNN, SOM and SVM
three kinds of classification algorithm can test the different obtained characteristics,
in which the SVM function (RBF) is the kernel function. The classification effect
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test includes detection rate, false alarm rate, and index. The distribution of feature
selection sample set is shown in Table 1.

Table 1. The number distribution of feature selection samples

Training set Test set

Normal sample Trace normal 500 2000

Attack samples Trace attack Trace1 attack 200 1400
Trace2 attack 200 400

Figures 1 and 2 show the detection effect of classifier on k (1 < k < 8) kinds
of sets, which are detection rate, false alarm rate and error rate. When k ≥ 4, the
classification detection rate of SVM algorithm is higher than the KNN and SOM
algorithm. Only when the feature number is 3, the error rate of SVM algorithm is
lower than the SOM algorithm, and in other cases, it is higher than the other two
algorithms. When the classification error of SVM algorithm K is 4,5, it is lower
than the other two algorithms. Through the analysis of test results of the classifier,
it can be seen that the SVM algorithm is better than KNN. SOM algorithm in the
detection rate, but the false alarm rate and error rate are relatively low in some
cases, but higher than the other two algorithms in other cases.

The KNN algorithm achieves the highest detection rate when k=6, and has the
lowest false alarm rate and error rate. When k = 3 and k = 4, the SOM algorithm
and the SVM algorithm achieve good detection results, respectively. The charac-
teristic attributes and the time consumption corresponding to the three kinds of
classification algorithms are shown in Table 1. The characteristic attributes have 8
categories, respectively, labeled as a 1–8.

It can be seen from Table 1, the optimal characteristics number of the SOM
algorithm is the least, but the training time is the most. On the other hand, the KNN
algorithm has the largest number of characteristics and the shortest classification
time. The SVM algorithm is between the two, and its classification time is far
lower than that of SOM algorithm, but by about 0.0156 seconds higher than KNN
algorithm, so it has better classification efficiency.

This paper is mainly based on feature selection algorithm, the classifier of the
classification efficiency of the optimal characteristics sample on DDoS attack de-
tection effect in the number of different characteristics options is considered. The
selected feature number k = 4 and SVM algorithm are taken as the classification
algorithm in subsequent tests, which has a higher detection rate and lower error
rate.

5.1.2. Distribution of the selected feature attributes. Table 2 shows that when
k = 4, the selected feature categories of the SVM algorithm are 3, 4, 6.8, respectively
representing the feature types: flows rate, single flow rate, source address entropy
and destination port entropy, which can be expressed as FR, SFR, H (sip) and H
(deport). In order to better reflect the distribution of the characteristics value, each
column of characteristics in the sample set are normalized, at the same time, the
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feature sequences after standardized have not units.

Fig. 1. Detection effect of classifier on K subset–Detection Ratio

Fig. 2. Detection effect of classifier on K subset–False Alarm Ratio

These two kinds of feature samples have a clear interface when the sampling
frequency of the attack characteristics is 100 times of the normal characteristics. It
can be explained that the feature attribute of the optimal feature subset obtained
according to the characteristics selected algorithm can better reflect the difference
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between the normal flow and attack flow, and enhance the ability to recognize attack.

Table 2. Classification efficiency of best feature selection samples

Classification algorithm Characteristic attribute Classification time (seconds)

KNN (k = 6) 2, 3, 4, 5, 6, 8 0.0468

SOM (k = 3) 4, 6, 8 38.8910

SVM (k = 4) 3, 4, 6, 8 0.0624

5.2. Attack detection experiment

According to the feature selected experiment, we can know that the classification
algorithm of attack detection is the support vector machine, and the optimal flow
table number is k = 4. First of all, the obtained attack data set is converted to the
flow table set with normal data set, and the flow table set is sampled periodically,
while the statistics of its flow table characteristics is completed, including flows rate,
single flow rate, source address entropy and destination port entropy. The number
distribution of characteristic samples in this experiment is shown in Table 3.

Table 3. Classification performance of SVM sample data with different kernel functions

Kernel functions Detection rate

Liner kernel function K(xi, yj) = xT
i xj 99.76%

Polynomial kernel function
K(xi, yj) = (yxT

i xj + b)d

y = 0.001, b = 0, d = 3
99.73%

RBFkernel function
K(xi, yj) = exp(−y ‖xi − xj ‖2)
y = 0.001

93.76%

Sigmoid kernel function
K(xi, xj) = tanh(yxTi xj + b)

y = 0.1, b = 2.1
92.49%

After determining the normal and attack samples, the detection rate of the clas-
sifier is taken as the evaluation index, and the kernel function of the SVM is deter-
mined to be K(xi, yj) = h(xi) · h(xj), realizing the mapping from input space and
feature space. As shown in table 3-S, the kernel function with higher detection rate
is selected for further analysis by comparing the classification performance of SVM
classifier with different kernel functions on sample data.

By comparing the classification results of four kinds of kernel functions in ta-
ble 4, we finally choose the linear kernel function with higher detection rate as the
k(xi, yj) of SVM, and then proceed to the next classification experiment. The se-
lected flow table feature training set is used as the input data of the classifier, and
the classification model is constructed. The test set is used to test the classification
model.
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Table 4. Classification effect before and after feature selection

Detection results Classification time (s)

The flow table feature
after selection (k = 4)

DR 99.76%
0.0368

FR 0.3%

ER 0.27%

The flow table feature
after selection (k = 8)

DR 95.56%
0.0368

FR 0.6%

ER 2.54%

Table 4 is the comparison of the classification performance of the SVM classifier
to the feature set after selected and the feature set before selected. It can be seen
that the detection rate of the former is higher than that of the latter, and has lower
false alarm rate and error rate. At the same time, the input test feature sequence
has different dimensions, which makes the flow table after selected feature set have
faster classification efficiency.

5.3. Comparative analysis

The detection rate, the false alarm rate and total error rate are selected as the
evaluation index, and the detection after selected feature is taken as the contrast
method, as shown in Table 5.

It can be seen in table 5 that compared with the traditional network attack
detection method, the detection algorithm in this paper has higher detection rate
and lower error rate. Compared with OpenTAD method of software defined network,
this method has high detection rate and low false alarm rate. It can be concluded
that the attack detection method based on the flow table features in this paper has
good comprehensive performance, and can effectively identify DDos attacks.

6. Conclusion

This paper mainly introduces the method and experiment of DDos attack de-
tection based on the characteristics of flow table. First of all, the characteristics
of OpenFlow flow table and attack flow are analyzed, and the characteristic matrix
of flow table for all communication IP is constructed. Secondly, the correlation be-
tween the self and the categories and the features is considered, the feature selection
algorithm is designed based on the comprehensive correlation which is taken as the
evaluation function of feature selection. Next, the DDos attack detection method
and its implementation based on the flow table characteristics is described. The
feature selection algorithm is used to preprocess the flow table features, and the
optimal characteristic attribute is chosen to build the classification model on the
basis of the treated samples so as to identify the attack. Finally, the realization of
attack detection method is based on the Matlab, and the experimental results of this
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method are verified and analyzed. The data shows: the classification model after
the feature selection has a good classification effect and shorter classification time.
At the same time, compared with the previous attack detection method, it has good
comprehensive performance.

Table 5. Detection results of different algorithm in SDN networks and traditional networks on
DDoS attacks

Detection results

Software defined network (the
flow table feature after
selection, k = 4)

DR 99.76%

FR 0.3%

ER 0.27%

Software defined network
(Open TAD)

DR 91.7%

FR 4.2%

ER ...

Traditional network (TFCE)
DR 97.4%

FR 0.1%

ER 1.4%
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Research on the application of digital
media art in animation control based

on Maya MEL language

Hongji Chen1

Abstract. Digital media industry is a modern industry produced by the media, network
technology, intelligent terminal technology and joint cultural industry, and has been applied to
many fields at present. Thus, in this paper, in order to study the application of digital media
technology based on Maya MEL language in animation control, from the point of view of the form
of digital media art work, and combining Maya production practice, the technology of controlling
character animation in MEL language was selected, and the solution to the problems encountered
in manual animation control was studied. The final experimental results show that digital media
can show the effective representation of digital media art in Maya design, so as to meet the target
audience’s cognitive law, and to achieve the effective dissemination of knowledge in the era of digital
communication.

Key words. Digital media art, 3D animation, Maya MEL language.

1. Introduction

Digital media art is not only a technology but also an art, which is formed by
the integration of many disciplines, covering the computer image processing tech-
nology, multimedia technology, art design and other technologies [1]. It is mainly
divided into three categories: firstly, from the perspective of its overall connotation,
computer technology runs through the whole design process. And the software and
hardware facilities are integrated to carry out the creation, with the form of art to
show the quality of the data to create a sense of beauty. Secondly, from its appli-
cation, huge data is optimized, which is depicted by computer technology in a more
appreciative manner, breaking through the traditional mode of creation. From the
perspective of application trends, the third one is to use computer technology, net-
work technology, 3D printing technology, intelligent identification technology, and
mobile communications software and hardware equipment to simulate and com-

1College of Information Engineering, Chongqing Industry PolyTechnic College, Chongqing,
401120, China
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pound works of art. Therefore, even if a large amount of data is missing in the
process of making works of art, the original form of the artistic expression can be
restored through the integration of multi-information data and multi-dimensional
technology [2]. The combination of computer science and art design has produced
the subject of digital media art design, which has many important effects on human
beings. With the help of digital media technology or electronic media technology,
industrial design products and art works can be displayed perfectly. Through the
emerging media such as mobile phones, CD-ROM, the Internet, people can watch
works easily and quickly. Multimedia web pages and interactive packaging art bring
people good visual experience [3]. More than a result of technical creation or the
repeated superposition of some forms of artistic creation, the creation of digital me-
dia art is built on the basis of artistic creation through a series of forms such as
rewriting, reconstruction and renewal. In the aspect of art, it not only has its own
unique significance, but is also reflected in the modernization, basic form and basic
theory of aesthetics [4]. The digital media is becoming more and more popular in
our daily life, which gradually integrates the mass culture and has the function of
serving the society. The design of digital media art covers many subjects such as
computer technology, media technology, art, design and so on [5].

2. State of the art

2.1. Present situation and development trend of digital me-
dia at home and abroad

Through the use of information technology and digital technology, and with the
help of the carrier, digital media can spread the information through audio, video,
text, pictures and other forms of media expression. With the rapid development
of science and technology, the development of computer science and digital media
should not be underestimated. Nowadays, the mass media has changed a lot [6].
The new digital media has gradually replaced the traditional media, and is rapidly
moving towards digital. The development of digital video, audio, film and so on
is also very fast. At present, digital media technology has penetrated into every
field of life. Culture, education, economy, management and so on need the use of
digital media, especially in the field of art. The appearance of digital media has
greatly increased the form of art diversification. The process of digitalization of
communication information refers to the processing of information collected, so that
the form and content of communication can be digitized. Therefore, the digital
media has become the latest information carrier after the language, the text, the
picture, the electronic technology and so on [7].

With the development of the culture and communication industry, and their
demand for high-tech applications, in recent years, the development of digital TV
technology, communication technology and computer network technology has pro-
moted the development of multimedia industry and cultural media industry. The
multimedia industry has gone deep into cultural education, art design, entertainment
and publishing, economic management and other aspects. And the combination of
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digital media and computer, film and television, education has promoted the growth
of knowledge economy. The multimedia industry in China starts relatively late, but
the development speed is very fast. In particular, the development prospects of
creative companies with high technology and culture are very optimistic [8]. The
multimedia industry has also made a great contribution to the national economy.
In the past ten years, the registered animation and related industries in China have
expanded from a few hundred to more than 5 thousand, gradually forming the an-
imation industry chain, providing jobs for nearly ten thousand people. The rapid
development of small and medium sized enterprises in China and the introduction of
transnational capital have injected fresh blood into the information economy of our
country. The multimedia industry has played an important role in the sustainable
development of economy and the adjustment of economic structure in China.

2.2. Application of Maya and MEL language

The most influential 3D animation software Maya is designed by the American
Autodesk company, which is suitable for the design of movie special effects scene,
character animation and video advertisement. The software is simple and easy to
use [9]. Maya is more perfect than ordinary 3D visual effect. Combined with the
forefront of cloth simulation digital, hair rendering, modeling and other technologies,
realistic rendering can be enhanced. It can be said that Maya is the most professional
film making software. In today’s tools for digital and three-dimensional production,
Maya can be run in a common operating system to become the first choice for the
development of three-dimensional animation film and television works. There is an
enhanced Script called MEL. And Command language is the core engine of Maya
software, which is a kind of embedded language in Maya, belonging to a kind of
command and script language. The purpose is to enable the user to control the
Maya commands as well as working procedures and processes [10].

The basic architecture of Maya is provided by MEL, and all of the key points
in the software are from MEL commands and scripts. MEL extension and Maya
functions can be used to further develop the software to meet the needs of users
more practical. In addition, MEL can also directly control the Maya command, work
procedures and processes. Because each function and operation of Maya are written
in MEL program, every time a Maya operation is equivalent to the implementation
of a MEL [11]. MEL is the foundation of the whole Maya software. By using the
features of MEL and Maya, the designer can define and extend the function of Maya
software. The MEL language in Maya is a platform that contains a number of built-
in functions and commands. These functions and commands belong to the upper
level [12]. Because each function in Maya is achieved through the MEL language,
all command buttons in the Maya interface are controlled by the MEL language.
Through the MEL language, the menu command in the Maya interface can be used
more conveniently, and more properties of Maya can be accessed. MEL language is
a very flexible language, and thus animators can even use the MEL language to edit
their own widgets or menus.
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3. Methodology

3.1. MEL language features

In the Maya software, the instruction set and the function are the essential com-
ponents in the creation process. At the same time, MEL language will also be used to
write and define the collection of procedures required. There are five main functions.

Firstly, the process controller of the scene state and the scene modifier is created
to provide the corresponding method for the control of the scene animation and the
modification of the object. Secondly, the realization of interactive control of the
program depends on the command line window and the monitoring window [13].
Thirdly, the scroll bar of the working interface is mainly to implant the preparation
of MEL language, so as to provide a more standard Maya user interface for MEL.
Fourthly, its user input/output tools are created primarily by inserting the I/O file.
Finally, it has many features of the Maya software, such as the construction model,
lamp settings, animation editing, texture, rendering imaging.

3.2. Construction of 3D animation model based on Maya
MEL language

It is a very important work and technology to build 3D model in Maya, which is
the basic condition of 3D animation. Maya software modeling technology includes
the following: paint (brush) modeling, Nurbs (surface) modeling, Polygon (polygon)
modeling, Subdiv (subdivision) modeling and modeling of some special technologies.
And material, lighting, rendering and other operations will be based on this [14]. In
general, the creators will rely on Maya software modeling technology to complete the
physical entities, such as people, animals, objects, scenes and even natural landscapes
and other shapes of animation, then which must be translated into a digital computer
language. In fact, the scene of Maya is a database of some computer languages
based on numbers. The above information will be interpreted by the Maya script
interpreter, and can be displayed on the computer screen with a friendly and visual
interface. It is intuitive and convenient to build a model in a general interaction in
the Maya software. However, when multiple objects are repeated, the use of MEL
language to create a model will have a unique advantage, which is not only more
convenient, but also can be used to create, edit and modify the properties of 3D
objects when the precise control of the model is strictly required.

3.3. Analysis of the principle of dynamic animation with
MEL language system

Another important function of the MEL language in the Maya software is the es-
tablishment of the property map (Dependency graph/DG) node. In order to achieve
the special effect, the scene playback must depend on the connection between the
nodes. At the same time, MEL language and animation elements are closely linked
in Maya software. Then, the main effect of MEL language is to control the properties
of the object, using the equal sign to assign the object attributes [15].
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In the creation of animation, nodes establishment, node connections and other
operations were carried out on the back end. In the case analysis, the monkey
was chosen as the experimental model, as shown in Fig. 1. Each monkey in the
scene would appear in the three interrelated nodes, make Nurb Baby1, NURB Baby
Shape1, and NURB Baby1.

Fig. 1. Node of the monkey

As can be seen in the Maya software, the creation of attributes and prototype an-
imation operations were equipped with more complex meaning. The MEL language
can also simplify the work of node network. The definition of MEL in Maya was
more complex than the simple attribute value connection. Its working principle was
as follows: a new MEL expression node was created by using the input value of the
channel bar or the expression editor, including the expression script. At the same
time, the calculation method of the data can be output/input. Instead of making
a big change on the whole, only changing the first node and the second node can
rebuild the calculation method.

4. Result analysis and discussion

The use of MEL language control can simplify the transformation of the role
model handle. Similarly, it is very effective to use the MEL to simulate the motion
of the individual in the process of dynamic individual expression. Language was used
to simulate dynamic process, and MEL was used to identify the movement process
of the individual, including the change of the movement rules and the influence of
the mass on the movement. MEL language was adopted to simulate the dynamic
process of monkey tail skeleton, so as to realize the control of a certain characteristic
image in many images.

As shown in Fig. 2, the monkey tail skeleton model was constructed. It was
assumed that the tail skeleton was a six segment active connector, and six linked
modules were built to simulate the skeleton. The monkey’s body was constructed,
displayed as a square script and connected to the skeleton module.

Before the measurement and control, the value of the acceleration of the square
script in the direction of x, y and z, as well as the value of the square script itself
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Fig. 2. The model of monkey skeleton

were determined.
The control of monkey tail was realized by the acceleration of the six modules

connected with the square body. Therefore, the acceleration of the square body
along the x, y, and z directions was represented by a name. In addition, a sensitivity
parameter K was added. The parameter K was used as an independent variable
and was expressed in MEL design language. Then the K property was bound to
somewhere in the six module. Through the change in the size of the K value, the
actual value of the control speed was increased, and the adjustment and control
of the tail sensitivity were realized. Figure 3 showed the effect of applying it to a
monkey model.

Fig. 3. The effect of applying the control to a monkey model

The numerical values that required to be expressed in MEL language were mainly
the numerical values of the dynamic characteristics, including the velocity, angular



RESEARCH ON THE APPLICATION 505

velocity, direction and speed of the body. The way of numerical transformation was
to express partial direction change of body by the relationship among the value,
direction, and velocity of angular velocity. Moreover, the value of the direction
change of the angular velocity can indicate changes in this direction. At the same
time, the increase of velocity in the x direction and y direction can be calculated by
the accumulation of body velocity. Through the calculation of the change of velocity
and the value of the direction, the expressions of x direction and y direction were
realized.

As shown in Fig. 4, other bones were basically the same, but the difference was the
correction of individual parameters. It should be noted that the above mentioned 1.5
of the formula was the length of the first skeleton of the monkey. And with the actual
situation of different bones, other joints can make different changes accordingly.

Fig. 4. The effect of applying the control to a monkey model

When using MEL language to simulate the dynamics, different precision require-
ments should be determined according to different simulation objects. The six mod-
ules connected by the square represented the monkey tail bones. Due to the special
nature of the creature, the monkey will often roll tail, and swing tail. Therefore,
the MEL language model was only suitable for expressing the dynamic motion of
the tail with small amplitude. In order to realize the dynamic simulation of high
curvature, the MEL precision control was needed.
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5. Conclusion

With the development of digital media, the relationship between the Internet
and the IT industry is getting closer and closer, which will become an important
force in the development of new media industry and promote the development of the
whole industry in the near future. Based on this background, MEL language was
used as the development language design, and the three-dimensional animation was
developed in this paper. Moreover, combined with specific examples, further study
and research on the strategies and methods of 3D character animation design were
carried out.

The functions and features of MEL language were analyzed in this paper. The
method of producing animation with MEL language system was written. And MEL
language simulation and animation control were described in detail. On this ba-
sis, the method of animation control in MEL language was summarized, and the
advanced theory of MEL language control animation was obtained. Through these
methods, the problems existing in the traditional animation were solved effectively.
Then the basic theory of 3D animation and the architecture of the whole system were
clearly recognized. Based on the function and structure of computer 3D animation,
the analysis was carried out from the aspects of character animation, motion editing
and so on. When the model was created in Maya software, the MEL language was
used to control the action. Through the MEL language programming, Maya char-
acter animation was produced, and group animation control system was also set up.
Finally, all previous research results and processes were summarized, and character
animation control system was designed and implemented.

However, due to the limitations of professional standards, there are still many
problems in the MEL programming language and Maya animation, thus needing
further studying in the future.
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Computer intrusion factor
decomposition detection based on

biotechnology

Tang Guoqiang1

Abstract. Computer monitoring system has been widely used in hydropower plants, which
has provided a guarantee for the safe and economical operation of hydropower plants. In order
to study the computer intrusion factor decomposition of biotechnology, the biological immune
mechanism was used to establish an intrusion detection system based on artificial immune as a
research hotspot. The intrusion detection system, biological immune system, artificial immune
system, risk theory and other related research were adopted. The characteristics and limitations of
the cellular algorithm were studied. The dendritic cell algorithm was improved and the dendritic
cell algorithm was applied to the intrusion detection system. The final experimental results show
that this method can better detect the computer intrusion factor and obtain less error rate, and
the dendritic cell algorithm is suitable for the field of vibration anomaly detection.

Key words. Dendritic cell algorithm, intrusion detection, anomaly detection.

1. Introduction

As a proactive security technology, intrusion detection is considered to be the
second safety valve after the security measures such as firewalls, it can monitor
the network system in real time without affecting the network, thus providing real-
time defense against external attacks, internal attacks and misoperation. Traditional
intrusion detection techniques basically start with defining intrusion patterns or nor-
mal behavior patterns, and then compare detected data with these known patterns
to detect intrusions. There is a large number of missing and false positives in the
result, which lacks diversity, real-time and scalability. The biological immune system
is naturally endowed with magical powers of self-preservation, which is not only able
to resist a variety of foreign known or unknown pathogens threat, but also to repair
the body’s own damage and maintain the stability and balance of the body. This is
what the current intrusion detection research institute expects to achieve, which is

1Department of Information Engineering, Guangzhou Institute of Technology & Engineering,
510925, China
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conducive to overcome the shortcomings of the traditional intrusion detection sys-
tem. There are many similarities between computer network security defense system
and biological immune system in system function and architecture, which protect
the system’s security and maintain a stable balance of the system in complex envi-
ronments. The specific immune defense, immune surveillance, immune recognition,
immune tolerance, immune memory, immune regulation and immune homeostasis
of the biological immune system, and stronger adaptability, diversity, distribution,
dynamic and robust characteristics are the dream of the current intrusion detection
system.

2. State of the art

The development of modern science cannot be separated from each other. In the
cross field of information science and life science, artificial immune system developed
by mimicking the immune system of the biological system has gradually become the
focus of research, and has also provided new ideas and methods for intrusion detec-
tion [1]. As the advantage and weakness of the classifier, the dendritic cell algorithm
indicated the future development direction of the dendritic cell algorithm, and dis-
cussed the applicability and limitations of the network intrusion detection system
based on the dendritic cell algorithm. In view of the danger theory, some sugges-
tions were given for the need for modification, and an improved intrusion detection
method was proposed to apply the fuzzy set theory to the dendritic cell algorithm
[2]. The blunt boundaries between mature and semi-mature dendritic cells in the
original dendritic cell algorithm were changed by fuzzy decision. The experimental
results show that the accuracy of the improved decision has been improved [3]. More
and more researchers draw on and simulate the information processing ability of the
immune system to design intelligent algorithms, establish artificial immune model,
and apply to solve engineering and scientific problems, so as to make a lot of progress.
But relative to the development of artificial neural networks, fuzzy systems and evo-
lutionary computation, this is only the beginning [4]. Dendritic cell algorithm has
been taken as the latest research in the theory of risk in artificial immunology, but
the combination of many immune mechanisms and application problems of dendritic
cell algorithms has not yet been fully understood. Whether it is a dendritic cell al-
gorithm itself or its popularization, there are still many areas worth exploring and
improving [5].

3. Methodology

As a full-time antigen-presenting cell in the innate immune system, dendritic
cells (DC) can fuse a variety of environmental signals and correlate the signals with
antigens to analyze the abnormalities of the antigen [6]. Inspired by the DC function,
the dendritic cell algorithm (DCA) is designed by abstract modeling the antigen
presentation behavior, which creates a new immune algorithm.

DC is currently known as the strongest antigen-presenting cells, as shown in



COMPUTER INTRUSION FACTOR DECOMPOSITION 511

Fig. 1, when it matures, the cell membrane sticks out many long dendritic processes,
so it gets its name. It belongs to an immune cell in the innate immune system,
which plays a major role in perceiving the risk of the organism and controlling
the immune response. DC collects antigen by endocytosis, or uses its dendrites to
capture or retain antigens to process the collected antigens, presents antigens for
cell recognition, and stimulates or inhibits cellular immune responses to antigens
according to environmental signals [6].

Fig. 1. Dendritic cell

DCA is the latest research result of dangerous theory in artificial immunology.
Its basic principle is to simulate the state transition process of DC in biological
immune system, abstract it into a data structure similar to the signal processor,
and calculate the input signal and obtain the state of the output signal through the
signal processing process simulated by the linear signal processing model [7].

As shown in Table 1, the names and functions of the biological signals and the
corresponding abstract signals and meanings are summarized.

When the immature DC processes a set of input signals, it sums the three output
signals, respectively. When

∑
csm in DC reaches the migration threshold (MT), it

compares
∑

semi and
∑

mat: if
∑

semi >
∑

mat, DC is converted to semi-mature
state, the antigenic environment value = 0, which indicates that the cell environment
is safe, and which means that the antigen is collected in the normal state; otherwise
the DC is transformed into a mature state, and the presenting antigenic environment
value = 1, the cellular environment is dangerous, which means that the antigen is
collected in an abnormal state [8].
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Table 1. Function of biological signals and their abstract signals and meanings

Biological signal Features Abstract signal Meaning

PAMP Indicating the pres-
ence of pathogens

PAMP Indicating abnor-
mal features

Necrosis signal Indicating tissue
damage

DS Indicating high
likelihood of ab-
normality

Apoptotic signal Indicating tissue
health

SS Indicating a high
likelihood of nor-
mal

Proinflammatory
cytokine

Indicating that the
tissue is damaged
in general

IC Zoom in other in-
put signals

Costimulatory sig-
nal

Co stimulatory
molecule

csm Determines
whether the iDC is
converted

Mature output sig-
nal

Cytokines secreted
by mDC

mat Abnormal signal

Semi mature out-
put signal

Cytokines secreted
by smDC

semi Normal signal

The basic principle map of DCA is shown in Fig. 2.
DCA can combine the treatment of a variety of environmental signals associated

with the antigen, and analyze the anomalous index of antigen, which has the advan-
tages of small scale calculation, fast response speed and strong recognition ability.
In particular, there is no difference between known and unknown data for DCA, it
recognizes invasion as long as it is aware of danger, even if it is the first encounter,
there are no extensive training and centralized control [9]. Therefore, DCA is suit-
able for the distributed real-time intrusion detection between the internal network
and the external network, the subnets and the nodes in the computer monitoring
system of the hydropower plant. Of course, DCA will also produce false positives
and omission. In order to meet the stringent requirements of network security for
computer monitoring systems in hydropower plants, an intrusion detection system
model combining with innate immunity and adaptive immunity is designed and the
intrusion detection system which is connected to DCA is tested through the KDD
Cup99 data set [10].

The system mainly includes antigen and signal acquisition module, DCA detec-
tion module, detector module, intrusion comprehensive evaluation module, admin-
istrator confirmation module [11]. Since this paper focuses on DCA-based intrusion
detection, the adaptive immune part is simplified.

Antigen and signal acquisition module is mainly to simulate the collection of
antigen and various signals in the system. On the one hand, it provides DCA with
antigen flow and signal flow; on the other hand, it provides the antigenic flow directly
to the detector module. Because intrusion often leads to host and network anomalies,
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Fig. 2. DCA basic schematic diagram

this can be used as a basis for DCA signal extraction. PAMP indicates that a clear
exception can be described by repeated login failures, connection errors, and so on in
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the intrusion detection. Danger signal DS indicates that the possibility of anomaly
is very large. In the intrusion detection, it can be expressed by the high utilization
ratio of CPU and memory, the rapid change of network traffic, the exhaustion of
bandwidth, the abnormal data receiving and sending and the high request of host
connection and so on [12]. The security signal SS indicates that the organizational
environment is in a normal state and can be represented by stable network traffic,
low memory usage in intrusion detection.

Step 1: An antigen cell with the length of m is initialized, and the first m entries
of the dataset are put into the pool.

Step 2: The DC is initialized, and the random migration threshold and life span
in a certain range are set.

Step 3: DC randomly takes samples from the antigen signal pool within the
lifetime, accumulates three output values: csm, semi, mat, DC which is over lifetime
is re-initialized and transferred to Step2.

Step 4: Whether the cumulative csm reaches the migration threshold is deter-
mined, if it is not, which needs to be transferred to Step3 to continue sampling.

Step 5: The antigens used in DC are counted, the number of times and the
number of exceptions for each antigen are recorded.

Step 6: Whether there is an antigen that has reached the number of times of
determination N is determined, if so, the antigen of the MCAV is calculated, the
abnormality of the antigen and output it in real time is evaluated, and then the
evaluated antigen is removed from the antigen cell, otherwise, it is needed to turn
Step2.

Step 7: Whether there is a new antigen is determined, if so, the new antigen will
be added to the sampling pool to fill the vacancies removed, turn Step2.

Step 8: Whether any antigens in the pool have not been evaluated is determined,
if so, then it is needed to turn Step2, otherwise the algorithm terminates.

The whole system model is based on the combination of congenital and adaptive
immunity, and congenital immunity and adaptive immunity are not isolated, but
are interrelated. Innate immunity is instructive for more accurate body non-auto
recognition [13]. In this module, in addition to the realization of DCA detection
function, the detector set is dynamically updated according to the detection results.

The detector module consists of two sets of detectors; one is the general set of
detectors, which contain a large number of detectors, and can cover as large a detec-
tion space as possible. The other is a collection of memory detectors that contain
relatively few detectors, but are aimed at typical invasion features. The number
of memory detectors is relatively small, which is designed to reduce computational
overhead and expect fast response. For typical intrusion features, it fully reflects its
specificity and strengthens the detection accuracy. The antigenic flow provided by
the antigen collection module first passes through the memory detector module and
the antigen detected by the memory detector has a high confidence in the results
[14]. The detected antigen detected by DCA will pass through the general detec-
tor module, and the results of the test and the results of the DCA test are sent to
the comprehensive evaluation module for intrusion. The detector set in the module
is dynamically updated. On the one hand, it comes from the assistance of DCA
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test results; on the other hand, it is adaptive development through its own cloning,
mutation, life cycle, elimination mechanism.

The general responsibility of the integrated evaluation module is to determine
the final test results, the general principle is: firstly, the detection results of memory
detectors are used as standard, unless the detector set is changed by the results of
the test and the confirmation of the administrator, therefore, the detection results of
memory detectors are generally not processed and can be output directly; secondly,
the determination detection of DCA is taken as the primary. DCA has the strong
real-time and high detection accuracy. The determination of the DCA test results
provides assistance for the dynamic update of the detector with the participation
of the administrator; thirdly, the antigen in the interval of DCA is detected by the
general detector and then evaluated with the results of DCA test.

The administrator confirmation module is set up for the decision of the special
case, for example, the detection result updates the control of the detector as well as
the final verdict of the intrusion synthesis evaluation.

KDD99 data set is a benchmark database used in intrusion detection field. So
far, it is the most used and most authoritative data set for intrusion detection
researchers. The experiment used a subset of the KDD99 data set of 10% (kdd-
cup.data_10_percent.gz), including a total of 494021 data, of which 97278 were
normally connected and 396743 attacks. The 10% subset had similar statistical
properties to the complete data set, maintained a similar normal connection and at-
tack ratio. Each connection in the KDD99 data set had 42 data items, and the last
item was a sign to mark the journey. Anomaly detection based on DCA was a two
classification algorithm, which only detected whether it was intrusion or not, and
could not tell which was the invasion. Therefore, all normal connected tags were set
at 1 (Class1), which indicated normal; and all attack markers were set at 2 (Class2),
which indicated an exception. Then, the remaining 41 items were examined, and
some of the data items had little effect on the detection and could be removed to
reduce the dimension of the data set.

The information gain of the property shows the statistical correlation of the
attribute to the classification result. In the information gain, if the feature can
bring more information for the classification system, then it is more important. The
information gain of each attribute was calculated and analyzed, and the attribute of
the low information gain was deleted from the data set. Eventually, 10 data items
were selected to extract the three signals required for DCA:

PAMP:serror_rate?srv_serror_rate;same_srv_rate;dst_host_serror_rate?dst_srerror_rate?
Dangerous signal: count;srv_count?
Safety signal: logget_in;srv_diff_host_rate;dst_host_count?
The specific information of these 10 data items is shown in Table 2. The value of

each attribute was normalized to the [0,100] interval according to the linear function
conversion method. The average value of each type of signal was the value of such
signal.
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Table 2. Data item information for KDD99 data

Features Description Types Ranges

serror_rate Over the past 2 seconds, the percent-
age of connections with "SYN" errors
occurred in the connection with the
same target host as the current link.

continuous [0.00,1.00]

srv_serror_rate Over the past 2 seconds, the percent-
age of connections with "SYN" errors
in the connection with the same service
as the current link

continuous [0.00,1.00]

same_srv_rate In the last 2 seconds, in the connec-
tion with the same target host as the
current link, the percentage of connec-
tions with the same service as the cur-
rent connection

continuous [0.00,1.00]

dst_host_serror_rate In the first 100 connections, the per-
centage of connections with "SYN" er-
rors in the connection with the same
destination host in the current connec-
tion

continuous [0.00,1.00]

dst_srerror_rate In the first 100 connections, the per-
centage of connections with "REJ" er-
rors in the connection with the same
destination host in the current connec-
tion

continuous [0.00,1.00]

count The number of connections for the tar-
get host that has the same current con-
nection as the current connection over
the last 2 seconds

continuous [0,511]

srv_count The number of connections that have
the same service as the current connec-
tion over the last 2 seconds

continuous [0,511]

logget_in Successful landing is 1, otherwise 0 dispersed 0 or 1

srv_diff_host_rate In the last 2 seconds, the percentage of
connections with different target hosts
that connect to the current connection
in a connection that has the same ser-
vice as the current connection

continuous [0.00,1.00]

dst_host_count The number of connections in the first
100 connections that have the same
target host as the current connection

continuous [0,255]

4. Result analysis and discussion

The experimental data was randomly selected from the entire data set according
to the attack type.
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Experiment 1: first of all, DCA experienced a wave attack after a stable nor-
mal environment. 100 normal connections +100 smurf attacks were taken as the
experimental data. The experimental results are shown in Table 3.

Table 3. Statistics of results of DCA running 10 times

Numbering Number of
false posi-
tives

The num-
ber of
missed

False alarm
rate (%)

False neg-
ative rate
(%)

Accuracy
(%)

1 2 0 1.00 0.00 99.00

2 1 0 0.50 0.00 99.50

3 4 0 2.00 0.00 98.00

4 0 0 0.00 0.00 100.00

5 4 0 2.00 0.00 98.00

6 3 0 1.50 0.00 98.50

7 2 0 1.00 0.00 99.00

8 5 0 2.50 0.00 97.50

9 2 0 1.00 0.00 99.00

10 1 0 0.50 0.00 99.50

average 2.4 0 1.20 0.00 98.80

Table 3 shows the results of the experiment run statistics. It can be seen that
the average detection accuracy was 98.80%, missing was 0, false positives were 0–5,
and all of them occurred in the transition period of the two types of environmental
change, which conformed to the characteristics of DCA. The experimental error
threshold was set to 0.6, if it was set to 0.8 or 0.9, the experimental results were
better. The detection accuracy was more than 99.50%, which showed that DCA had
good classification effect on normal connections and smurf attacks. If the abnormal
threshold was set to 0.5, the detection accuracy would be reduced to 97.5%.

It is necessary to note that since the exception threshold is set to 0.8 or 0.9
to achieve the best detection results, why the exception threshold is set to 0.5, the
reason is that in addition to detecting smurf attacks, it is necessary to face other more
attack types, Some of the attack threshold is low, for example, it can be detected
and only it is set to 0.3, otherwise the false negative rate will be high. Experiments
with multiple abnormal thresholds are prepared for the final DCA’s comprehensive
experiment against multiple attacks.

Experiment 2: the order of the experimental data used the normal connection
data + attack data alternately placed form: 100 normal connection +100 smurf
attack +100 normal connection +100 neptune attack + .... The test results are
shown in Table 4.

Table 4 shows the comprehensive detection data of the different anomaly thresh-
old. As can be seen from the experimental results, when the abnormal threshold was
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set to 0.5, the detection accuracy was the highest, which reached 88.8%. It should
be noted that the multiplication mechanism for the disordered data set is not used
in the experiment because the data stream with a length of 100 can form a stable
environment compared to an antigen signal pool with a length of 20. But in the
actual environment, it will appear intermittent and brief attack. In order to detect
such attacks, MMDCA with multipath merge mechanism can be used.

Table 4. Comprehensive detection data for different abnormal thresholds

Numbering Abnormal
threshold

Average
false pos-
itive rate
(%)

Average
false neg-
ative rate
(%)

Average
inspection
accuracy
(%)

1 0.8 0.3 15.2 84.5

2 0.7 0.6 13.0 86.4

3 0.6 1.2 10.9 87.9

4 0.5 1.9 9.3 88.8

5 0.4 3.3 8.1 88.6

6 0.3 4.8 6.7 88.5

5. Conclusion

The computer monitoring system of hydropower plant is responsible for the super-
vision and control of the main auxiliary equipment of hydropower plants. In order to
ensure its safety, the traditional DCA off-line analysis process was improved, and an
online analysis mechanism parallel to the detection process was designed, an antigen
that was evaluated for a sufficient number of times was exported, thus achieving the
goal of real-time or near real-time analysis. The conclusions were drawn as follows:
the distributed real-time self-protection mechanism of biological immune system pro-
vides a new idea for the study of intrusion detection. DCA is a congenital immune
algorithm based on the dangerous theory, and it is not based on pattern matching
of antigenic features, but rather associates antigen with signals and assesses the de-
gree of abnormalities of the antigen according to the degree of environmental risk,
which has the characteristics of small operation scale, fast response speed and strong
recognition ability. For DCA, there is no difference between known and unknown
data, so it does not need a lot of training and centralized control, which is suitable
for the distributed real-time intrusion detection in the computer monitoring system
of hydropower plants. However, the study still has some limitations, for example,
intrusion detection is only the first step in intrusion prevention, which should com-
bine intrusion detection with firewall, vulnerability scanning, antivirus software and
other security products to establish a more complete intrusion prevention system.
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Optimization design of incineration
processing of radioactive solid waste

Jiyun Xu1, 2

Abstract. With the continuous development of nuclear power projects, solid radioactive
waste are increasing year by year. The inventory of solid waste is overloaded and can’t be handled
in time, thus bringing great pressure on radioactive waste management. In order to solve the
above problems, the design and research of radioactive solid waste incineration were carried out
in this paper. Field investigation of solid waste management in a nuclear power station in China
was carried out. Then the optimized scheme of incineration intensification was put forward. And
combined with the feasibility evaluation results, the reliability of the treatment scheme was verified.
There is theoretical significance for the incineration of radioactive solid waste.

Key words. Radioactive solid waste, incineration treatment, optimization design.

1. Introduction

Domestic research investment on nuclear power has increased year by year, and
the number of nuclear power plants has been increasing steadily, as a result, the
amount of radioactive material has increased. The annual output of nuclear waste
of a basic nuclear power unit will be in the range of 500 square meters, and the
output of solid waste will be higher [1]. If the generating capacity of nuclear power
generation units in China reaches 10000 kilowatts, the accumulation of radioac-
tive solid materials will be considerable. Therefore, under such circumstances, it is
very important to explore the comprehensive treatment plan, introduce advanced
management program and reduce the treatment cost for the storage and optimal
management of solid waste for nuclear power plants [2]. China’s relevant laws show
that the processing of radioactive waste must be synchronized with the construction
process, and it is subject to rigorous review and approval prior to commissioning.
Some nuclear power stations have set up many relatively independent waste disposal
systems to simplify approval procedures. Such an approach is likely to lead to the
repeated use of equipment and human resources management [3]. In addition, the
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investment and use of nuclear power plants are different, therefore, the independent
management of radioactive solid waste in nuclear power plants lacks unified oper-
ation and management, when the resources can’t be shared, the operation of the
nuclear power plant will suffer serious security threats [4]. In this paper, an opti-
mized scheme for incineration of radioactive solid material was put forward, so as
to improve the comprehensive utilization ratio of equipment and personnel and the
management system of waste treatment, and minimize waste disposal. The research
conclusions can provide management experience for the treatment of new radioactive
solid wastes.

2. State of the art

Under the current situation, China advocates an intensive economic growth sit-
uation, and controls the extensive economic development situation as the intensive
transformation of the development situation, and the main focus of the work is to
control the growth mode of the national economy as a benign trend of development.
The development of the enterprise is the key point of the control, and the regular
theory control of the operation can achieve certain fruitful results [5]. The imple-
mentation of intensive economic development mode is mainly to increase production
efficiency for enterprises, integrate a certain amount of manpower and material re-
sources, and then carry out the unified deployment, so as to realize the concrete and
practical management of specific affairs in the actual enterprise management, reduce
the cost, and improve efficiency and achieve the sustainable development [6]. The
main research direction of this paper is the process analysis of the pollution source of
the radioactive waste from the resource enterprises, in particular, the optimization
and design of the management is carried out for the incineration of solid radioactive
waste, at the same time, the research combines the development of the enterprise
and the reengineering theory of the new method of sustainable development to get
the management innovation in technology, so as to achieve intensive management of
radioactive waste and enhance the efficiency of waste incineration treatment. For the
process intensive management of enterprise development, the main business process
is to meet the core competitiveness of enterprises [7]. The key process is to elimi-
nate the process of delivering value chains of environmental pollution, rather than
change the core value chain [8]. Managers need to carry on the transformation from
the angle of process and evaluation of incineration of radioactive solid waste, so as
to achieve the intensive management of business results. In this study, a standard-
ized model of intensive management of radioactive solid waste incineration was put
forward in light of actual conditions, the theory of reengineering for enterprise man-
agement was innovated, and the intensive management of the scheme was evaluated
with the combination of economic budget growth theory, so as to open up an opti-
mized treatment approach with sustainable economic operation, safety management
and scientific development.
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3. Methodology

3.1. Treatment status analysis

The arranging mechanism of radioactive waste selected in this study is a nuclear
power station in the Yangtze River delta, the nuclear power station in the region
has many staging projects, and the average capacity of the power station unit is 700
thousand kilowatts. Since its establishment, nuclear power plant has established
independent departments for the treatment of radioactive pollutants. The classifi-
cation and management of radioactive waste are carried out with different technical
standards. The management of solid emission waste is achieved in a division of re-
sponsibility system, senior engineer or deputy general manager of the management
carries on the global control, and supervises the responsibilities of each department
as head of the department, specific site management departments are responsible
for daily solid material handling, equipment maintenance, etc. The overall storage
method of radioactive solid waste is realized through the preliminary handling and
transportation and the post shipment package, the main core problem is to con-
vert the previously used waste into solid form, and some process waste also should
be compressed and packaged. In addition to the compression and packing of solid
wastes, the filter waste conditioning concrete way is also a commonly used process
mode for a lot of radioactive solid waste factories. Table 1 shows the changes of the
radioactive solid material before and after the overall treatment.

Table 1. Changes of radioactive solid waste before and after treatment

Scrap type Technology Before process-
ing /m3

After treat-
ment /m3

Volume
reduction
ratio

Technology Pre compres-
sion

2397 799 3

Concentrate Cement
solidification

95 213 0.45

Silt Cement
solidification

0.9 3.1 0.33

Resin Cement
solidification

61.4 252 0.25

Filter Cement
solidification

14.9 97.7 0.15

In the study, three phases of management model are used for radioactive nu-
clear power companies. However, although the regions are slightly different, the
waste treatment processes are basically the same, and the waste treatment problems
faced are basically similar, the only difference is that the operators belonging to the
enterprises are slightly different, the management’s technical reserves are slightly
different, but the technical and human resources can’t be integrated completely. Be-
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cause most of the solid wastes in reactors which have been used are not stored as a
whole, the temporary storage has many security risks. If the overall optimization of
managers can be carried out according to hierarchical classification, there is still a
possibility of benefit improvement.

Figure 1 shows the annual waste production of a unit in a radioactive solid waste
generating plant. As can be seen from Fig. 1, the annual solid waste reserves of
the plant are roughly 70m3, although reserves of solid waste are decreasing year
by year, which can remain at least 60m3, such solid waste reserve capacity should
be taken seriously, as time goes on, these solid wastes will be the major source of
radioactive solid waste disposal in the future. Radioactive pollution sources will
continue to decrease as the equipment improves and the level of operation increases.
However, there are still some gaps in the technology level between our country and
foreign countries, and the utilization rate of foreign waste is still much higher than
the domestic utilization rate. Our country can draw lessons from the management
hierarchy of foreign countries and reduce the overall allocation of human resources.

Fig. 1. Annual emissions of solid waste

3.2. Optimization design scheme

The solid waste in the plant was packed and disposed, the solid waste of the unit
was setup, and the pre-compression and the post pyrolysis incineration were carried
out, then, the conditioning treatment was made again after the cement was solidified,
so as to achieve the post processing stability of solid wastes [9]. Because the total
production of radioactive solid waste is gradually decreasing, the location of solid
waste in that area can’t always be in the same place, and it remains to be handled
throughout the area. Although incineration is currently a more suitable method of
handling solid radioactive pollutants, the metal scrap has a certain use value and
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can also be smelted after incineration [10]. In this study, the preliminary plan for the
incineration of radioactive solid wastes and the treatment scheme for the later stage
are shown in Fig. 2. The compressed solid waste was processed by compression, and
the metals were cleaved, broken down, and finally sorted and packed. The reduction
volume processing was made in the factory, the compression barrel management
for the burning ashes produced after the waste material incineration was carried
out. The smelting decontamination was done in the region away from the plant,
and the fixed transportation processing for unqualified waste was carried out, while
the qualified materials were re-used when the conditions and the technology were
mature.

Fig. 2. Flow chart of solid radioactive waste treatment

After optimizing the disposal plan of radioactive solid waste, the mechanical and
electrical groups in the factory were sorted, and the existing solid waste was fixed
with concrete, and treated in a centrally fixed area [11]. The pyrolytic incineration
of compression and waste materials was used to carry on the after-treatment and
solidifying for the waste that had been treated once. The existing overall reserves
were reduced, and the concentration of solid waste was setup furthest. The high
pressure digestion for waste ashes after the incinerator was carried out, so as to
reduce operators and improve technology and personnel reserves, thus, the waste
was closer to the minimum requirement. Table 2 shows the technical standards and
results of the overall disposal of solid waste in the plant area.

Table 2. Technical standards and results of solid waste treatment

Processing
system

Pack Pre-
compression

Cement so-
lidification

Concrete
curing

Pyrolysis
incineration

Before pro-
cessing

4 4 4 4 0

After treat-
ment

3 3 1 1 1
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3.3. Evaluation method

The technology of high reducing capacity ratio was added in the intensive treat-
ment scheme of radioactive solid waste incineration, including solid waste inciner-
ation technology, and the compression remelting technology for waste incineration
[12]. The compression incineration technology was optimized and upgraded, and the
level of radioactive solid waste treatment technology was enhanced as a whole. The
promotion of technical level drove the promotion of production efficiency, and also
drove the saving and control of production cost. By optimizing the selection and
equipment, the entire incineration system can be optimized as an operation level
with unified technical indicators [13]. Through the intensive management of the
system, the irrational equipment is eliminated and the solid waste incineration and
later cement solidification treatment can be carried out, which is the core point of
the process plan, so that the enterprise’s operation funds can be invigorated, and
the running time and the daily maintenance cost can be reduced.

After a super burning compression device is installed in the treatment plan, and
the pyrolysis and incineration of radioactive waste materials can be carried out after
the equipment is debugged. The following is the evaluation for the pyrolysis of ra-
dioactive solid wastes with synergistic mechanisms and the return on the investment
using incineration equipment. The capacity of pyrolysis incineration treatment of
the installed treatment equipment is 30 kg per hour, and an annual handling capacity
is about 145 t, which can meet the requirement of radioactive solid waste treatment
in the plant area. The construction costs are about 41 million, and the purchase of
equipment was about 22 million.

The return on investment for projects and equipment requires a certain amount of
time to accumulate, and the main economic characteristics need a certain evaluation
method for reference. Without considering the allocation of funds, the recycling
standard configuration can be carried out through the time management of income
and the construction of cycle return characteristics, the calculation method is:

TJ∑
T=1

(C0 − Ci)T = 0 . (1)

Here, the term (C0 − Ci)T indicates that the cash outflow during the year T is
the difference between the cash inflow and the cash inflow Ci. Symbol TJ represents
the static payback period of construction investment.

The future dynamic payback period requires the budget of the recovery value
of the time spent, the investment scheme is discounted at the base income of each
year’s capital flow, so as to predict the recovery investment and the dynamic payback
period, and calculate the payback period of investment returns. The capital for
incineration and compression processing equipment is obtained from bank loans, the
expression of the net present value of the dynamic recovery fund is:

NPV =

Td∑
T=1

(Ci − C0)T (1 + i)−T . (2)
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Here, Td represents the value of the cumulative payback period of the investment
process. Quantity NPV describes the net cash value of the dynamic return on
investment, and the interest rate for bank loans is expressed as i.

The process of technological innovation needs to consider the feasibility of the
economy. Emphasizing the independent development of technology is not consistent
with the law of sustainable development, emphasizing the catalytic role of innovation
and using the treatment technology of the pre-compressed solid radioactive waste
and the late sorting compression under the circumstances of economic permission
can reduce the cost effectively [14]. In the process of the introduction of equipment,
combustible solid radioactive waste should be strongly supported by remote sensing
technology because of the influence of remote control. After entering the new cen-
tury, the maintenance technology and remote sensing technology have made great
progress, and the innovation technology has stridden forward while saving the econ-
omy, which has effectively improved the management level and economic operation
state.

4. Result analysis and discussion

The combination of technological innovation and economic growth theory holds
that the combination of knowledge accumulation and human resources will be the
driving force for the cumulative economic growth of solid waste incineration in the
future, the progress in technology and knowledge is also the driving force behind
economic growth in the future, which can be put into the economic growth model
budget for technological growth conditions. Nuclear power is a major trend in the
development of clean energy in the future, which can promote national economic
growth. The management of remaining radioactive solid waste during the use of
nuclear power will be the stress and challenge in the future. In order to effectively
manage the radioactive waste from nuclear power and achieve the optimization and
allocation of resources, the extensive management mode and the intensive manage-
ment method are used to optimize the management mode, and the innovation is
carried out in technology, so as to further promote the optimization of radioactive
solid incineration treatment program. Therefore, this study considers that the in-
tensive treatment scheme of radioactive solid waste incineration not only can meet
the needs of specialized management concepts and the optimization requirements of
radioactive waste management mode, but also can save resources and improve the
utilization ratio of equipment. It is considered that the scheme is feasible in theory.

In the disposal plan of radioactive solid waste incineration, the adjustment and
optimization of management organization structure are defined. The human resource
allocation scheme is also an important link of optimizing the solution, so that the
lean operation goal can be realized. The basic composition of management personnel
setting method is shown in Table 3. Through the remuneration of human resources,
it can be seen that the salary level of managers is relatively high, the technicians are
in the middle reaches, and the operators’ income is in the middle and lower levels.

The treatment of radioactive solid waste can be divided into low and medium
positions, and the methods for calculating the costs are different [15]. Outward
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delivery charges include the cost of the recovery of waste after combustion and the
delivery within the plant; transportation expenses refer to the expenses of unloading,
radiation monitoring and so on. The service life of disposal sites needs to be greater
than 280 years to degrade radioactive solid incineration materials. Waste generated
by the solid radioactive waste which is treated by intensive incineration is treated
by compression, the volume is greatly reduced, and the cost of transportation is
reduced. Table 4 shows the waste retention situation after the use of the scheme
proposed in this study.

Table 3. Basic composition of management personnel

Personnel clas-
sification

All hands Management Artisan Operator

Original num-
ber

265 28 22 214

New arrivals 123 23 20 80

Difference in
number

141 5 2 134

Table 4. Retained waste after disposal

Waste type Technology Before process-
ing /m3

After treat-
ment /m3

Volume reduc-
tion ratio

Incinerating Pre compres-
sion

96 32 3

liquid Cement
solidification

5.6 13.7 0.41

compress Pre compres-
sion

33 13 2.5

Other Concrete fix-
ation

3.1 6 0.5

The intensive reform plan of the incineration of radioactive solid waste materials
is based on the radioactive waste management template in the factory area for
intensive engineering transformation, and the employees should be greatly reduced.
The salary of employees will be increased, and 20 million of the salary can be saved
every year on the basis of guaranteeing the salary level of the basic staff. In the
study, the degradable pyrolysis incineration method is used for the waste which is
compressed into solid, so the effect of volume reduction will be more obvious in the
later stage, the volume of solid radioactive waste and the funds for disposal waste
site can be reduced, the disposal area reduced is 200m3, and the disposal costs
reduced is about 8 million.

The combination of flammable solid added and compression equipment for the
incineration in the scheme can greatly reduce the freight. But the total consideration
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is that incineration covers a larger area, requiring the overall shutdown of equipment
in the plant and the running production line, and thus spare plant resources will also
be wasted. Therefore, the centralized processing plant is located outside the factory
area, and the cost will not exceed more than 1 million 400 thousand per annum,
the static recovery period is set to 8 years, and the dynamic recovery period of
the development is 12 years. Therefore, in economic analysis, the optimized design
scheme for incineration of radioactive solid waste studied in this paper is feasible as
a whole.

5. Conclusion

Nuclear materials bring clean new energy to human beings, however, the radioac-
tive waste after using brings great difficulties to later processing, which requires a
great deal of manpower and material resources to manage and optimize treatment.
In this study, the optimal management model of radioactive waste materials, the
solutions and staffing and other problems at the present stage in China were ana-
lyzed and summarized, and a centralized and intensive optimization scheme was put
forward. Taking a nuclear power station in an area of our country as an example,
the remanufacturing of the enterprise was studied from the aspects of the theory of
treatment, the method of disposal, the technology used, the economic return of the
treatment and the corresponding expectation. It can be seen from the treatment
plan that starting from the theory of economic growth, the incineration of radioac-
tive solid wastes requires the pre-curing treatment and a unified management of the
compressed equipment after incineration, the intensive disposal of radioactive solid
waste requires rational human resource allocation and advanced technology, at the
same time, the whole process and equipment need to maintain a reasonable design
concept, reduce human resource costs, reduce return cycle and reduce processing
budget. The optimized disposal plan of radioactive solid waste incineration pro-
posed in this study is feasible in theory, and the economic budget evaluation meets
the theoretical requirements. However, many problems may be encountered in the
process of implementation, and so the program should be improved and perfected
in practice.
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Application of automatic control
technology of drilling machine based

on PLC

Ning Guangqing1

Abstract. At present, the rocker shaft produced by combined drilling machine is still in the
condition of small quantity supply, which has the problems of low production efficiency and high
processing cost. In order to solve these problems, in this paper, a variety of composite components
were selected to formulate I/O point table and design the PLC control system that can meet the
requirements through the analysis of the control requirements of modular machine tools, and the
PLC program was written. After the control combination completed a process, the rotary table
scale division was controlled, and then the next process was completed, until all processing was
completed. The final experimental results proved the feasibility of PLC advanced control technology
in modular machine tools. In addition, this technology can realize automatic production and solve
the problems of low production efficiency and high processing cost.

Key words. Combination drilling machine, PLC control technology, multi station.

1. Introduction

With the advent of industry 4.0, the level of automation and intelligence is getting
higher and higher. As the pillar industry of the national economy, the automobile
industry is the benchmark of advanced technology. However, China is only a big
country in automobile manufacturing, not a powerful country, and lacks in its own
intellectual property rights and innovative capabilities. Therefore, the development
of advanced manufacturing technology is a requirement for the new normal state
of industrial transformation and upgrading, and it is a dream of a new generation
of auto makers. The auto parts industry is an important part of the automobile
industry chain, which provides the standardized, universal and serialized components
for the automobile factory. At present, China’s manufacturing industry is facing a
situation that: high-end manufacturing industry of Europe and the United States in
China appears reflux, and the low-end manufacturing industry moves to Southeast
Asia, at the same time, the aging of the population makes the enterprises in China

1Zhengzhou Railway Vocational and Technical College, Zhengzhou, Henan, 450052, China
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with backward traditional machinery and equipment pay a high cost to recruit labor.
Facing the trend of the reduction of population bonus, China is at the cusp of
technological transformation and upgrading. It is the theme of the times to develop
new high technology and cultivate the creative talents. And along with the world
economic downturn, the revival of manufacturing will lead to economic growth. Now,
many private machinery processing enterprises have personally felt such recruitment
difficult pain. They are trying to reduce the reliance on labor through equipment
modification or the introduction of highly automated equipment to meet mechanized
production.

2. State of the art

As the preferred product of discrete control, PLC developed rapidly from 1980s
to 1990s. The worldwide annual growth rate of PLC controllers was maintained
at 20∼30% [1]. With the continuous improvement of factory automation and the
expansion of PLC controller market capacity base, the growth rate of PLC in in-
dustrial developed countries has slowed down in recent years. However, the PLC
growth in China and other developing countries is very rapid [2]. According to the
comprehensive information, the world’s PLC sales revenue in 2004 was about $10
billion, which occupied a very important position in the field of automation. The
PLC controller is developed by imitating the principle of the original relay control.
In 1970s, the PLC controller had only on-off logic control, and the first application
was the automobile manufacturing industry [3]. It uses storage, execution, logi-
cal operations, sequential control, timing, counting, and arithmetic operations, and
controls all kinds of machinery or production process through the digital input and
output operation. The user’s control program expresses the process requirements
of the production process, which is stored in the user program memory of the PLC
controller [4]. The operation is executed one by one according to the contents of the
stored program to complete the operation of the process. In the past 10 years, with
the continuous decrease of the price of PLC controller and the expansion of user’s
demand, more and more small and medium-sized equipment has begun to adopt
PLC controller to control, and the application of PLC controller in our country has
been increasing very fast [5]. With the rapid development of China’s economy and
the continuous improvement of the basic automation level, the PLC controller will
maintain high growth momentum for a period of time.

3. Methodology

The main movement of combination drilling machine is the rotational movement
of the cutter, and the feed motion is the axial movement of the cutter and the
indexing movement of NC rotary table [6]. The schematic diagram of drilling a
hole is shown in Fig.1. The speed of the power head is controlled by adjusting the
hydraulic damper of the pneumatic power head.

PLC technology is used to control the rotary table and pneumatic power head,
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Fig. 1. Sketch map of drilling motion

so as to complete the workpiece processing. After each process, the workpiece com-
pletes automatically indexing rotation to the next working position [7]. Combina-
tion drilling machine needs 10 divisions to finish a rocker shaft processing. Control
requirements in machining are as follows. The main movement is driven by a three-
phase AC asynchronous motor, which turns forward and does not change speed. The
stroke of the feed motion is controlled by the travel switch. The transposition of
the workpiece is controlled by the indexing of the rotary table. The clamping and
releasing of the workpiece is realized by pneumatic device. All actuating elements
are controlled by the PLC [8]. The machining position of the combination machine
tool is shown in Fig. 2.

The working process of the equipment: After the system is started, the three-
phase asynchronous motor action of the pneumatic power head realizes the rotation
of the main movement of the cutter. Meanwhile, the cylinder action of the power
head is fast forward. When the hydraulic damper touches the iron block to move
forward, it achieves rewind after processing. After the tool is pulled out of the upper
limit of the workpiece, the slewing table is shifted with 36 degrees, and the second
order is processed. In turn, reciprocal cycles are conducted [9].

Motion control system is mainly composed of motion controller, electrical servo
mechanism, mechanical device and detection device. The block diagram of the
system is shown in Fig. 3.

The operating panel is the part used by field operators to provide a complete
interface between the control system and the operator. The electric servo mecha-
nism is the control motor. AC servo motors are often used in the servo system of
mechatronic equipment. Because AC servo motor adopts detecting device to realize
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Fig. 2. 1–No.1 position; 2–No.2 position; 3–No.3 position; 4–No.4 position; 5–No.5
position; 6–No.6 position; 7–No.7 position; 8–No.8 position; 9–No.9 position;

10–No.10 position

Fig. 3. System diagram

closed loop control, the precision is very high. In order to ensure that the control
mechanism has the accurate location of the origin, the servo motor has the advantage
in the precision range [10]. For normal operation, servo drive must be the functions
as follows. First, it receives control signals, such as position and speed of the con-
troller, and processes them. The servo motor is driven by the processed signal and
operates at a certain speed. The second is to receive signals or other displacement
signals from the encoder of the servo motor to determine the rotation speed and
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displacement of the servo motor, so as to form a speed closed loop or a position
closed loop control [11]. The combination parameters of the BCH servo motor and
the Lexim2323Plus driver of the rotary table are shown in Table 1.

Table 1. Combination parameters

BCH
Servo
motor
output
power
(KW)

Rated
torque
(NM)

Peak
to stop
torque
(NM)

Maximum
mechani-
cal speed
(rpm)

Rated
speed
(rpm)

Type of servo
driver

Type of servo
motor

4.5 28.26 71.62 3000 2000 LXM23-U45M3X BCH1803M21C

In the I/O servo drive position control mode of operation, Lexium 23 servo drives
the pulse train to position control through the controller, which is also compatible
with high differential multi pulse input. The PTO PLC generator outputs high speed
pulses through digital output points Q0.0 and Q0.1 [12]. Here, we use the PLC Q0.1
output terminal as the digital output of the PTO generator, and the Q0.1 will not
have other digital output functions.

The hardware of the electrical system includes sensors, cylinders and solenoid
valves.

A sensor is a detection device. Its working principle is that it can be sensitive
to the information of the measured object, and convert the detected signal source
into electrical signals or other forms of signal output according to the specific rules,
so as to achieve the requirements of information transmission, processing, display,
record and control [13]. Sensors include electrochemical sensors, electrical sensors,
resistance sensors, temperature sensors, displacement sensors, and pressure sensors
[9]. In the combination drilling machine control system, the main sensor switches
the amount of power to the electrical signal to the PLC, which serves as a basis for
the judgment of the PLC control system CPU. Each pneumatic power head has two
proximity switch sensors as signal bits for resetting and cutting. Proximity switch
sensor adopts small square proximity sensor KJT-Y8S. The inductance proximity
switch is composed of a LC high frequency oscillator and an amplifying circuit. It
uses metal objects to produce eddy currents in the object near the oscillating induc-
tion head that generates electromagnetic fields. This vortex reacts on the proximity
switch, oscillating capability is weak, and internal circuit parameters change. Thus,
it is recognized that whether the metal object is approaching, thus controlling the
on-off of the switch.

The cylinder transforms the pressure energy of the compressed air into mechanical
energy, and the drive mechanism acts as a linear reciprocating motion, rotation,
or swing motion [14]. Solenoid valve is an electromagnetic control of industrial
equipment, which is an automatic basic component for controlling fluids. It is an
actuating element that adjusts the direction, flow, speed, and other parameters of
the medium. The gas source is connected by the main air pipe through the triple
parts (air filter, pressure reducing valve, and oil sprayer), the electromagnetic valve
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and one-way throttle valve to the actuating cylinder. No.1 pneumatic power head
cylinder turns on the positive coil by reversing the two-sit five-pass (double control
solenoid valve), and the positive air path is connected (positive movement makes air
in stoma). Even if the positive action coil is switched off, the positive air path is still
connected and will remain until the reverse action coil is energized. If the reverse
action coil is energized, the reverse action gas circuit will be switched on (reverse
movement makes air in stoma). Even if the reverse action coil is switched off, the
reverse action gas path is still connected and will remain until the positive action
coil is energized. This is equivalent to "self-locking".

Based on the analysis of the combination drilling machine control system, we can
get the following control program design method.

After the PLC is powered on, the hardware and software are initialized and
scanned. It will read the input, execute the user program, and process the commu-
nication request. It automatically checks whether the firmware, program memory,
and extension module work correctly and overwrites the output. If the program uses
an interrupt program, an interrupt event will occur. CPU stops the normal scan
and executes the interrupt program.

If the program uses the immediate I/O directive, the value of the I/O point can
be read and written directly.

According to the I/O number estimation, storage capacity, control function and
model type, we select SIEMENS S7-200 CPU 226; programming software is selected
as: STEP 7-Micro/WIN.

According to the actual processing requirements, PLC system will be equipped
with 3 modes of work: automatic mode, manual mode and return to the origin.
The selector switches SA1 SA3 indicate the control of the mode of the automatic
operation, manual operation, and return points operation. The selector switches
SA4 SA10 mean switching the power head 1, the power head 2, the power head 3,
the power head 4, the power head 5, the power head 6, and the power head 7 in
manual operation. The oil pump push button switch and the oil pump button switch
(SB1, SB2) are used to control the opening and disconnection of the oil pump motor,
which provide power for the hydraulic system. The water pump push button switch
and the water pump button switch (SB3, SB4) are used to control the opening and
disconnection of the water pump motor, and provide power for the cooling system.
The clamping and loosening button switches (SB5, SB6) are used to control the
clamping and loosening of the two states in manual operation. A rotary push-button
switch (SB8) is used to control the rotation of the rotary table. The start and stop
button switches (SB9, SB10) are used to control the opening and stop of actions in
manual mode, automatic mode, and return to origin mode. The power head starter
and the power head stop button switch (SB11, SB12) are connected in series with
the contact of the selector switch SA4 SA10 to control the starting and stopping
of the power head in the manual operation mode. Load power and emergency stop
button switch (SB13, SB14): Press the "load power" button so that the KM coil is
electrically self-latching. The KM’s main contact is switched on, and the AC power
is supplied to the external load. In case of emergency, disconnect the power with
the emergency stop button. Manual work is mainly to debug machine tools, and
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test whether the working position can meet the actual processing requirements. It
is easy to fine tune the position of the fixture and sensor.

The PLC control program consists of four parts, the main program, the public
program, the manual program and the automatic program.

The main program can call various subroutines to facilitate the switching of
various working modes.

Public programs are used to handle the switching conditions between tasks that
are performed in different ways and different modes of work.

In the manual program, when the system is in manual operation, the control
requirements are: the separate work and stop of 7 power head motors; the feed
movement of fast forward, together forward and rewind of 7 power head motors as
well as the clamping and loosening of the cylinder valve. Manual operation: press
the "relax" button, the cylinder valve control fixture in a relaxed state, and we
can manually put the upper part. After we have finished manually pressing the
clamping button, the workpiece is clamped in the fixture. Press the power head
start button, then the power head motor starts the spindle rotation. Then press the
"start" button, the feed movement will begin to complete the fast forward, together
forward, and rewind backward and stop in situ. At this time, control motor power
off through the "power head stop". Then through the selection switch, adjust the
required power station head motor to get power. Control the transposition by means
of the "turn" button. This is done manually. The purpose of manual operation is to
test the manufacturability of the system and test whether it can meet the process
requirements. If there is a deviation, proper debugging is required.

An automatic program is a way of controlling the work of the system cycle. Au-
tomatic working mode mainly controls the automatic feeding, machining, indexing
and feeding of the system. The automatic program describes the control process of
the automatic program with the actions of the power head, the feeding mechanism
and the No. 1 fixture.

4. Results analysis and discussion

In order to prove the feasibility of PLC control system, an example is given to
verify the feasibility of the control system. A continuous flag bit M7.0 is set in the
program, which is used as a continuous or stop conversion condition. The normally
open contact of the start button is connected in series with the normally closed
contact of the stop button. When the "start button" is pressed, the continuous flag
M7.0 is ON, and the M7.0 coil remains self-locked, so as to cycle in cycles. When the
stop button is pressed, the continuous flag bit M7.0 becomes OFF, and the system
completes the cycle and stops at the initial step. Fig. 4 is the automatic program a.

When the cycle is stopped, the stop button is pressed to break the normally
closed contact of the stop button switch. At this point, the successive flag bit M7.0
is reset to OFF. When M7.0 is OFF, the system reset the initial step M0.0 and
performs the previous step of stopping the loop. M5.5, M5.6, M5.7, M6.0, M6.1,
M6.2, M6.3 steps are reset, and the power head motors (Q1.1, Q1.2, Q1.3, Q1.4,
Q1.5, Q1.6, and Q1.7) are reset. The system is in a stopped state. Fig. 5 depicts the
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Fig. 4. Automatic program a

automatic program b.

Fig. 5. Automatic program b

Fixture cylinder clamping and relaxation of the cycle control requires that after
feeding, the workpiece enters into the fixture and clamped the workpiece. The 10
clamp cylinder is also a cycle of clamping and releasing. When it is at the No.1
position, the feeding of the feeding mechanism is in place. The contact sensor I8.0 of
the front limit sensor is ON, and the C1 counter is ON. The normally open contact
of the C1 is ON, and it triggers the Q2.1 to ON and clamps the workpiece. When the
normally closed contact M8.1 is broken (OFF), the Q2.1 is OFF. The cylinder is in a
relaxed state, and the material ejecting mechanism ejects the workpiece. The other
No.2 to 9 cylinders works in the same way, but the trigger conditions are different.
The counter of No. 1 cylinder is triggered by the loosening of cylinder 1, and the
Q2.1 is on the falling edge of OFF to trigger the reset of the counter. The No. 2
cylinder clamping Q2.2 is the rising edge of ON, the trigger circuit is disconnected
to control the No. 1 cylinder Q2.1OFF to relax, and the workpiece is ejected into
the clamp. Fig. 6 is the automatic program c.

The work processes are as follows. The process that workpiece is introduced
from the charging mechanism is called feeding". The return of the finished material
is called "feeding returns". The upward movement of the clamp cylinder is called
"release". The downward movement of the clamp cylinder action is called "clamp-
ing". When feeding the material and the feeding mechanism triggers the "front
limit" sensor, the switch quantity signal becomes ON, and the clamp cylinder is
"tensioned". When the lower limit of the cylinder is triggered, the switch signal is
changed to ON, and the feed mechanism cylinder is "returned". When the rear limit
sensor is triggered, the rotary table is lifted. When the upper position sensor of the
rotary worktable is triggered, the rotary table rotates 36 degrees. When the rotary
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trigger rotary position sensor, power head start to fast forward, together forward
and rewind. The projectile is used to trigger the loosening of the clamp cylinder by
10 counters, and then the ejection mechanism ejects the workpiece. With the set
program, the system goes round and round until the "stop" button is pressed.

Fig. 6. Automatic program c

5. Conclusion

In order to solve the problems in actual production, the automatic drilling ma-
chine control technology based on PLC and its application were studied in this
paper. The parts of the combination drilling machine were selected according to the
requirements. Then through the formulation of the I/O point table, the PLC control
system which could meet the requirements was designed. The practical verification
was carried out to achieve theoretical linkage practice finally. Practical validation
of the theoretical results demonstrated the feasibility of the PLC control system.
Some conclusions were obtained as follows: in this paper, through the analysis of
the control requirements of modular machine tools, a variety of composite compo-
nents were selected to formulate I/O point table and design the PLC control system
to meet the requirements. PLC’s "automatic" mode of operation, "manual" mode
of operation and "return to the origin" work were in line with the actual production
needs. In the "manual" mode of work, the machine tools could be debugged, and
the quality of product processing could be tested. In the "automatic" mode of work,
the system can achieve periodic work. The "return to the origin" mode can provide
initialization conditions for the "automatic" mode of operation. Although this paper
has achieved good results, there are still some problems that need further study. For
example, through the study of this paper, it can be seen that the design process of
PLC control is tedious, and how to implement a more convenient PLC design is a
key point of research in the future.
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Application of PLC technology in
fire-fighting control system of oil field

united station

Chang Chunyang1

Abstract. In recent years, many hidden dangers have appeared in the process of using energy,
especially the fire safety in the joint station of oil field. Fire control used to be controlled by hand,
and should be updated. In this paper, PLC technology was introduced into the fire protection
system of the oil field joint station, and a fire control model was established and applied to the
oil field united station. The model results show that PLC technology can help the whole oilfield
joint station achieve integrated fire control, simplify operation flow, reduce operation difficulty
and improve its reliability and stability. Therefore, PLC technology can effectively improve the
automation technology of oilfield joint station, and ensure its operation more security.

Key words. Oil field united station, fire-fighting control system, PLC technology.

1. Introduction

Oil is a very important source of energy, which occupies a very important position
in human daily life and production, and can effectively promote the development of
social economy [1]. Therefore, the dependence of mankind on oil is getting higher and
higher, the efficiency of oil use is also increasing, and the oil field united stations are
built up, which also occupy a very important position in the oil and gas gathering and
transportation system [2]. In this context, the safety of the oil field united station has
received increasing attention [3]. With the continuous development of information
technology, all walks of life are beginning to introduce information technology into
the industry to apply [4]. Then, the oilfield oil and gas gathering and transportation
system also introduces the PLC technology, and it is widely applied to all aspects
of the oil field united station [5]. At present, the fire control safety of many oil field
united stations is still the manual operation, and this backward control method is
often prone to errors, so there is an urgent need to improve the management level
[6].

When there is a fire in the oil field united station, people need to promptly detect
1Langfang Polytechnic Institute, Langfang, Hebei, 065000, China
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and analyze the fire situation and make a rapid response to the sudden situation,
while it is more prone to security risks through the antiquated manual operation [7].
Therefore, it is necessary to build a series of advanced, scientific fire-fighting control
safety system, so as to ensure the safety of the oil field united station. Therefore,
the PLC technology was introduced into the fire-fighting control system of the oil
field united station in this paper, thus improving the control level of its fire-fighting
safety [8].

2. State of the art

Because the oil field united station has a pivotal position in the whole system,
it is necessary to take strict control on its safety control, so as to guard against
the safety accident [9]. Since the fire safety part is the focus of the safety control
system, it is necessary to strictly control its control mode [10]. As the past oil field
fire-fighting control system is controlled by manual operation, so its control mode
must be reformed. Therefore, this paper applies the PLC technology to the oil field
united station fire-fighting control system and makes an in-depth discussion on its
application effect [11].

PLC technology has more prominent advantages, for example: the faster trans-
mission speed of this technology, the stable and high transmission quality, which is
very important for the application of the oil [12]. Till now, the production control
and safety control of many oil field united stations have been done manually, which
have required a larger area for the oil field united station [13]. Thus, it is currently
imminent to improve the information level of the operation mode of oil field united
station [14]. Therefore, in recent years, our country has also begun to update the
fire safety control operation of the oil field united station through PLC technology
[15].

3. Methodology

3.1. Overview of fire-fighting control in oil field united sta-
tion

In the design process of the fire-fighting control system of the oil field united
station, the PLC technology is adopted as the core technology of its control system,
furthermore, an engineering station is set up in the control office of the fire safety
system, so that the engineers can control the fire safety of the oil field united station.
In addition, two operator stations are also set up to enable staff to effectively control
the safe operation of the oil field united station at all times.

PLC technology can quickly transfer fiber to the system and retain the Ethernet
interface, so that the higher management personnel of the control center can more
easily check and monitor the production process of all aspects of the oil field united
station, and the data and information in the system can be transmitted to the
superior management office, in addition, the orders issued by superior can also be
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received, so as to make a quick response. Through the above-mentioned work links,
the degree of automation of management and control work of various aspects of oil
field united station is rapidly improved. Figure 1 shows the oil field operations site,
and the oil field safety must be fully protected.

Fig. 1. Oil field operation field

When the sudden fire of the oil field united station happens, the fire safety
control center will find the fire location in a fastest speed and issue an alarm. When
staffs of the oil field united station hear the alarm, they can respond timely and go
to the fire control center to control the electric valve and fire pump, and the fire
situation. Furthermore, the cupping foam mixture is opened through the remote
control system, so that the fire can be quickly controlled. In addition, the fire-
fighting control center can also view the main line of fire water in real time, and
timely warning. When the pressure in the fire-fighting system is less than 1MPa, the
control center will automatically open the circulating pump, and when the pressure
in the fire-fighting system is greater than 1MPa, the control center will delay for ten
seconds and suspend the circulating pump. Subsequently, according to the water
level in the fire pool, the control center will control it, and take a high level alarm
mechanism, so that staff can find the security risks existing in the oil field united
station, quickly remove these risks, so as to ensure the safe operation of the oil field
united station.
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3.2. Description of fire-fighting interlocking in oil field
united station

The initiation of oil field united station is usually equipped with detectors and
fire dike, which can detect the temperature of this region. When the temperature
exceeds a certain extent, the fire alarm button can be opened. When the area bursts
fire, a warning can be sent at a very fast speed through the PLC technology, then,
the fire situation can be confirmed quickly and the staff can be informed. After the
staff confirming the fire, the fire electric valve and water valve, as well as the pump
can be quickly opened through the remote control system, so as to control the fire.
After the above links, the staff can also close the electric valve in this area, thereby
guarding against the fire risks caused by power leakage.

When there is an oil field united station fire in the reality, a fire signal will be
quickly issued. And when the staff in the control center quickly finds the fire, the
first step is to immediately confirm it and quickly open the foam tube and fire water
pipes. The second step is to open the first set of fire pumps and foam pumps after
15 seconds, and open second fire pumps and foam pumps after another 10 seconds.
The third step is to send the control status to PLC in time when the fire water
pumps and foam pumps of the above two groups are opened for 15 seconds, and to
analyze the feedback information in depth through PLC technology, so as to make
accurate judgments about the process and causes of the fire. If the fire water pumps
and foam pumps of the above two groups are already open, then, there is no need
to open the fire pumps and foam pumps in the third group.

Then, the control center is also capable of conducting the real-time detection on
the fire-fighting water main line pressure. When the detected pressure is less than
1MPa, the first group of fire pumps and foam pump will automatically open, and
its operation situation is detected, then, the detected information is sent to the PLC
center. After 10 seconds, if the operation is relatively smooth, there is no need to
open the second fire pump and foam pump. However, when the first group of fire
pump and foam pump suspends its operation, the second group of fire pump and
foam pump must be opened. When the detected pressure is greater than 1MPa, the
first and second groups of fire pumps and foam pumps will be suspended after 10
seconds.

3.3. Hardware configuration of fire-fighting control system
in oil field united station

PLC technology is introduced into the fire-fighting system of the oil field united
station, and then, a fire control model is established. According to the prescribed
process, the series S7-300C PLC technology is selected and the fire-fighting duty
office is set up in the control center. In addition, the engineer and operation rooms
are also set up in the control center, so as to facilitate the operation of staff. Among
various equipment of the oil field united station, the transmission and exchange
of information can be carried out through the switch. Moreover, the fire-fighting
system capacity adjustment is conducted through these control equipment. Figure
2 shows the hardware configuration of the fire-fighting control system of the oil field
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united station.

Fig. 2. Hardware configuration of fire-fighting control system in oil field united
station

At the same time, a power supply is installed and three digital input and output
modules are configured. In addition, in the fire-fighting control center, the industrial-
grade switches are also purchased for information exchange. In order to allow the
system’s information exchange to maintain long-term stability of the state, three
microcomputers are also configured to help the data transmission work, so as to
make the whole system can run perfectly and smoothly.

3.4. Software design of fire-fighting control system in oil
field united station

After the above design, the software design of the fire control system of the whole
oil field joint station was also carried out in this paper, so that the system can have
perfect performance and practicality. Firstly, the PLC technology was selected as
the basis of the system, and STEP7 was regarded as the system’s development en-
vironment. In the design of the system software, the programming was achieved
in accordance with the ladder language, which can fully ensure that the system
can be more efficient and smooth in the use process, so that users can more easily
grasp the use methods. At the time of using PLC technology to conduct program-
ming, the fire-fighting safety control process of the oil field united station should be
comprehensively designed.

At the aspects of the design of man-machine interface and the choice of hardware,
based on facilitating users’ application, the engineer station and operator station set
by the control center were also constructed through high performance computers.
In the software selection, the SIMATIC WinCC V6.0 algorithm was selected, and
furthermore, the system interface was devised more concise and the entire system
parameters were designed more reasonably. Figure 3 showed the basic structure of
the fire-fighting control system of the oil field united station.

The basic architecture in Fig. 3, is divided into three layers. These three layers
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Fig. 3. Basic structure of fire-fighting control system in oil field united station

are data layer, liaison layer and transport layer. The first layer is responsible for
collection, analysis and data storage. The second is responsible for the various
functional modules communicating with each other, and the third layer is responsible
for all kinds of information sharing and transmission functions.

In terms of function settings, the system was enabled to perfectly support the
fire-fighting control, report production and printing, network information release
and other functions. In the functions that the system can implement specifically, all
operations of the oil field united station were explained through the main screen, and
the comprehensive control was also carried out. Furthermore, all parameters, such as
pressure, temperature and other data, were set in advance. While at the interface of
the control center, an emergency device was displayed. When an emergency occurs,
the staff can react quickly. In addition, a report production and display interface
were also set up to clearly show the data and information on the report to staffs. At
the same time, the information management of the file can be also achieved. The
most important thing was that the alarm interface can display alert messages, so
that the staff can respond quickly after receiving an alarm.

4. Result analysis and discussion

In this paper, PLC technology was introduced into the oil field united station,
and through these technologies, the fire safety aspects of the oil field united station
were strictly controlled, thus establishing the fire-fighting control system of the oil
field united station. After the establishment of the fire-fighting control system of
oil field united station, it was necessary to apply the system to the oil field united
station, so as to verify the safety control ability of system in the operation process of
the oil field united station. After the above research, the fire-fighting control system
of the oil field united station was applied into the oil field operations, and a complete
collection for the resulting data was carried out. Moreover, functions and effects of
the system on the fire safety control of the oil field united station were determined
through these data. The following Table 1 the data obtained by applying the oil
field united station fire-fighting control system to the oil field united station.
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Table 1. Experimental data collection of fire-fighting control system in oil field united station

Project Oil field a Oil field b Oil field c Oil field d

Experiment 1 8.11 3.67 6.65 6.95

Experiment 2 5.30 0.63 3.84 4.15

Experiment 3 4.58 4.91 4.88 3.05

Experiment 4 1.27 5.66 3.46 6.10

The data collected above was the level of fire safety in four stages of the ex-
periment of the oil field united station fire-fighting control system applied by the
oil field united station, so the data would be analyzed deeply after collecting data.
Then, the above data were input to the system and calculated, and after getting
the results, the data were analyzed, so that the fire-fighting safety role of the oil
field united station fire-fighting control system on the oil field united station was
obtained. The following Table 2 shows the results calculated by the oil field united
station fire-fighting control system.

Table 2. Calculation results of fire-fighting control system in oil field united station

Project Oil field a Oil field b Oil field c Oil field d

Experiment 1 8.31 7.63 6.48 5.88

Experiment 2 2.09 8.64 5.98 1.87

Experiment 3 5.49 2.95 7.13 1.13

Experiment 4 2.19 1.22 6.77 9.96

Then, the above data was analyzed, and the impact to the fire safety control level
after applying the oil field united station fire-fighting control system to the oil field
operation was summarized. Figure 4 shows the role and effect of the fire-fighting
control system of the oil field united station.

Fig. 4. Application effect of fire-fighting control system in oil field united station
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From Fig. 4, it could be clearly seen that according to selection of PLC technology
to complete the entire oil field united station fire-fighting control, the entire fire-
fighting system could make the operation easier and the maintenance could be more
convenient. At the same time, the system had higher reliability and security, which
greatly improved the level of automatic production of the oil field united station,
ensured the safe, efficient and stable operation of the oil field united station. And
then, after the system was put into operation, the good results were achieved.

The fixed temperature fire detector and manual fire alarm button are set up at the
top of the tank. When the fire occurs in the tank field, the system can quickly sends
the warning to the oil field united station fire-fighting control system in the control
room and the fire duty room, meanwhile, the start button of the fire confirmation
is set up in the control room and the fire duty room, after the operator on duty
determines the fire, the fire confirmation button is started. In addition, oil field
united station fire-fighting control system can also bring good economic benefits to
the oil field united station. At the same time, the system takes the Ethernet as its
communication way, making the whole system very rhetoric, which can upgrade the
system all the time in accordance with the actual size of the united station, support
remote download and program modification, so as to make the whole system easier
to maintain.

5. Conclusion

As the human’s development degree on the oil is getting higher and higher, the
control on the production and security is the focus of the entire united station in
the whole production operation of the oil field united station. In this paper, PLC
technology was used to control the fire safety in the oil field united station, so as
to expect to make fire-fighting control operation more convenient. Therefore, based
on the PLC technology, in this paper, the fire-fighting control system of the oil field
united station was established, and the system to the actual operation of the oil field
united station was applied, so that the fire safety control level of the oil field united
station was effectively improved. This not only greatly improved the safety of the oil
field united station, but also fully improved its level of information. Furthermore,
its production level was also effectively improved, which brought great economic
benefits. Therefore, the application of PLC technology in the oil field united station
fire-fighting control work can effectively improve its fire safety control level.
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Improvement research of genetic
algorithm and particle swarm

optimization algorithm based on
analytical mathematics

Shuai Man1

Abstract. Through its own evolution, the optimization method makes many problems that
seem highly complex to be solved more perfectly, so a new intelligent calculation method that is
different from the classical optimization method is generated. In this paper, the algorithm mech-
anism, algorithm improvement and application of two kinds of biomimetic intelligent calculation
methods of genetic algorithm and particle swarm optimization algorithm were studied deeply. Be-
sides, in view of the constrained optimization problems, two different improvement strategies were
adopted, two different improved evolutionary algorithms were proposed respectively and their time
and spatial complexity were analyzed. The final experimental results proved that the evolutionary
algorithm that integrates the improvement strategies is feasible and effective, and the uniformity
and diversity of the solution set are ideal.

Key words. Genetic algorithm, particle swarm optimization, optimization problem.

1. Introduction

The essence of all human activities is nothing more than "knowing the world and
building the world". Understanding the world depends on establishing the model,
constructing the world relies on the optimal decision-making, and the purpose of
optimization is to find a set of parameter values under meeting certain constraint
conditions, so as to make some of the performance indicators of the model reach
maximum or minimum. The application of the optimization problem can be said
everywhere, which always runs through the process of all human activities. In a
sense, all human knowledge is nothing more than the phenomenon and process un-
derstanding model of human beings to a field. The purpose of knowing the world
is to build the world better, similarly, and the purpose of modeling is to optimize.
Assuming that the world must first understand the world, similarly, all optimization

1Langfang Health Vocational College, Langfang, Hebei, 065000, China
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cannot be separated from the model. However, with the continuous improvement
of social productivity, the ability of humans to understand and build the world is
also growing, followed by optimization problems, which also show the features of
high-dimensional, strong nonlinear, strong constraints, difficult to model.

2. State of the art

Bionics was founded in the middle 1950s. People seek a new method for solving
all kinds of complex problems in real world from the biological evolution mechanism,
and then, the biological simulation becomes an important part of computer science.
For example: the early theory was to assume that the machine was composed of
basic elements in which they were similar to the neuron [1]. Under the influence of
this biological simulation thought, in the early 1970s, a professor in the University
of Michigan first proposed the mathematical framework of the genetic algorithm [2].
The idea of genetic algorithm came from Darwin’s evolutionism, Weismann’s theory
of species selection and Mendel’s theory of population genetics in biological sciences.
In terms of GA, it was a probabilistic search algorithm method that used natural
selection and evolutionary mechanisms to find the optimal point in N -dimensional
space [3]. From the evolutionary thought, "the survival of the fittest" makes the
individual quality of the population has been improved. And the random exchange
theory uses the existing information in the original solution to speed up the search
process to the optimization. Since more than a decade of the proposition of the par-
ticle swarm optimization algorithm, it has attracted many researchers and research
institutions at home and abroad to conduct various aspects of exploration to its
theory and application. In addition, the research results of the PSO algorithm are
increasingly published in high-level publications [4]. Then, the famous conference
IEEE CEC in the field of evolutionary computing has set up a special discussion of
PSO algorithms. And the important international conference PPSN and GECCO
related to computational intelligence have made PSO algorithms as one of the key
themes of the conference [5]. In 2001, in view of the PSO theory research and the
emergence of applied monograph Group Intelligence, in 2003, the first swarm in-
telligence symposium IEEE Swarm Intelligence Symposium was held in the United
States. Then, PSO algorithm was regarded as one of the main bodies in each year
of Symposium. In 2004, the top academic journals in the field of evolutionary com-
puting IEEE Transaction on Evolutionary Computation published PSO algorithm
special issue, till now, PSO algorithm has become an important research topic in
computational intelligence field [6].

3. Methodology

Genetic algorithm is a kind of self-organizing and adaptive probabilistic search
algorithm which simulates the natural evolution process and mechanism to solve the
optimization problem. It does not depend on the specific model of the problem,
and has strong robustness to all kinds of complex optimization problems. The basic
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idea of genetic algorithm constructs a fitness function according to the objective
function of problems that wait to be solved. Then, according to certain rules, the
initial population after the gene encoding is generated, and the evaluation, genetic
operations (crossover and mutation), selection and other operations are carried out
to the group [7]. After several generations of evolution, one or several optimal
individuals with the best fitness are obtained as the optimal solution of the problem.
Figure 1 shows the basic GA flow chart. It can be seen from Fig. 1 that the steps
in the genetic algorithm implementation include coding strategy, initial population
generation, fitness function design, selection strategy, genetic operation and stop
criterion.

Fig. 1. Genetic algorithm flow chart

It is found that under the situation of the absence of centralized control, the bird
group composed of a large number of individuals can make collective acts in flight,
such as changing direction, spreading or reorganizing the formation. According to
the further observation to the predatory behavior of birds, people feel that there
must be some potential capacity or rules to ensure these intelligent behaviors. As
a kind of bionic evolutionary algorithm, PSO is similar to genetic algorithm, and
it is a kind of optimization technology based on iteration. However, there is no
cross mutation operation in the algorithm implementation process [8]. At present,
many improved algorithms have been proposed, such as adaptive PSO, hybrid PSO,
cooperative PSO [9]. These improved algorithms are mostly based on the standard
particle swarm optimization algorithm, and Fig. 2 describes the implementation flow
chart of the particle optimization algorithm. The basic principles of the particle
swarm optimization algorithm are described as follows.

A group composed ofm particles (Particles) flies at a certain speed inD-dimensional



554 SHUAI MAN

Fig. 2. Particle swarm optimization algorithm flow chart

search space, each particle representing a bird in the search space. For an optimiza-
tion problem that waits to be solved, a particle is a potential solution [10]. Each
particle also has a speed to determine the distance and direction of its flight. All
particles have a fitness valve that is determined by the optimized function. In the
course of the flight, the particles will use their own flight experience and group flight
experience to dynamically adjust themselves, after several iterations of the search,
and ultimately, the optimal solution is obtained [11]. PSO is initialized as a group of
random particles, and then, the optimal solution is found by iteration. The particles
update themselves by tracking two "extremes" in each time of iteration. One is that
the optimal solution found by the particle itself is called the individual extremum
pbest, and the other is the optimal solution currently found by the whole population.
This extreme is the global extremum gbest [12]. Figure 3 depicts the trajectory of
the particle flight, and each particle updates its speed and new position by formulas
1 and 2 when the two optimal values are found:

vk+1 = c0vk + c1(pbestk − xk) + c2(qbestk − xk) , (1)

xk+1 = xk + vk+1 . (2)

Here, vk is particle’s velocity vector, xk is the position of the current particle,
pbestk represents the position of the optimal solution found by the particle itself,
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qbestk represents the position of the optimal solution currently found by the whole
population, c0 is the random number that is generally between (0, 1), which is called
the inertia coefficient or contraction factor. Symbols c1 and c2 are called as the "self-
cognition factor" and "social cognition factor" of the particle, which are respectively
used to adjust the effect intension of pbestk and qbestk to the particle attraction.
Then, the values of c1 and c2 are the random number between (0, 2). Finally, vk+1 is
the sum of vectors vk, pbestk − xk and qbestk − xk. The velocity of each dimension
of the particle will be limited by a maximum speed vmax.

Fig. 3. Particle flight path map

In the PSO algorithm, if all the particles in the group are used as the neighbor-
hood members, at this time, it is known as the global version of the PSO algorithm;
if part of members in the group constitute the neighborhood, then, this is called the
local version of the PSO algorithm [13]. In the local version, there are two ways
to form the neighborhood, one is that the particles in which the index numbers
are adjacent constitute the neighborhood, and the other is that the particles that
are adjacent according to the spatial distance constitute the neighborhood. The
neighborhood definition strategy of the particle swarm optimization algorithm is
also called the neighborhood topology structure of the particle swarm.

Multi-objective optimization is a common problem in the field of engineering. Its
main characteristic is that there is a conflict between the targets, furthermore, all the
targets cannot obtain the optimal value at the same time, only to find a set of com-
promised Pareto non-inferior solution [14]. The traditional method of solving MOP
is to convert MOP into a number of different single objective optimization problems,
and then solve them. For the case where the front of the Pareto is non-convex, all
Pareto optimal solutions cannot be obtained and the computational complexity is
large. Evolutionary algorithm is an adaptive global optimization probabilistic algo-
rithm of the simulated creatures formed in the genetic and evolutionary processes
in the natural environment. It is characterized by the multi-directional and global
nature of the search, which can process large-scale search space in parallel, and
moreover, it has a good adaptability to complex MOP.

Based on the Pareto principle’s evolutionary algorithm elitist mechanism, pre-
serving the non-inferior solution obtained by constructing the Pareto candidate set
and maintaining the solution diversity in this solution set is an effective means for the
multi-objective evolutionary algorithm to obtain non-inferior solution [15]. Based
on the criterion of neighborhood function, this paper proposes the construction and
maintenance mechanism of Pareto candidate set. The process is described as follows:



556 SHUAI MAN

Firstly, if the scale of the Pareto candidate solution set does not reach the speci-
fied size, the obtained non-inferior solution is added directly to the Pareto candidate
solution set.

Secondly, if the new non-inferior solution dictates the individual of the Pareto
candidate solution set, the new individual is added to the Pareto candidate solution
set and the individuals dominated are placed into another independent external
set (IES). Otherwise, the new non-inferior solution is directly added to the Pareto
candidate solution set, then, the neighbor function criterion is used to maintain the
diversity and population size of the Pareto candidate solution set.

Thirdly, the neighborhood local search is carried out to the individuals of IES,
and the newly obtained individual is compared with the Pareto candidate solution
set again. If the new individual dominates an individual of the Pareto candidate
solution set, this individual is replaced directly. Then, empty the IES.

The algorithm flow is as follows:
Step 1: Setting algorithm parameters: evolutionary algebra is Np, the length of

the population is Is, Pareto candidate solution set length is Es, local search length
is Ls, crossover probability is Pc, probability of mutation is Pm, and evolutionary
algebraic indexer is t.

Step 2: Initializing the population pinit, assuming t = 1.
Step 3: A set of non-inferior solution is obtained from the group pinit, and the

number of the non-inferior solution is u, then, the elite retention mechanism is used
to add non-inferior solutions into the Pareto candidate solution set.

Step 4: In Pareto candidate solution set, the discrete crossover operator and
Gaussian variation operator are used to generate uf×v individual, uf is the individual
number in Pareto candidate solution set, and v is the proportion coefficient of the
sum of descendants and offspring.

Step 5: The population obtained by the cross and variation in the above steps is
combined with the Pareto candidate solution set, and then, they are combined into
a new population pnew, next is to execute pinit ← pnew.

Step 6: Symbol Is is the number of individuals which are selected in the popula-
tion pinit. Here, NSGA-II’s non-inferior solution scheme is adopted, and one selection
is carried out from low to high (the lower the level is, the higher the rank is), thus,
the limited different “grade” groups {f1, f2, · · · , fn} can be obtained, similarly, in
the last grade of population fi, (1 ≤ i ≤ n) of the individual, the neighbor function
criterion is used to select the remaining individuals, and if the termination condition
is satisfied, the algorithm stops, otherwise, it moves to Step 3.

4. Result analysis and discussion

Experimental environment: Intel Pentium 4, 2.26GHz, 512MB memory, Win-
dows Xp Professional, Matlab 7.0.

The experiment was carried out in two groups G1 and G2, and the algorithm used
the real number coding. Then, two groups of typical multi-objective optimization
function were selected, the first group of optimization problem was a single target
minimum optimization function with high-dimensional constraint conditions, the
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variable constraints included the test questions of inequality constraints and equality
constraints, and the objective function contained up to 10 decision variables. In the
second group, the performance comparison of the algorithm in this paper and two
commonly used multi-objective evolutionary algorithms NSGA-II and SPEA were
conducted by using graphing method.

In the first group of tests, the initial parameters of the algorithm were set as:
population individuals were Is = 200, Np = 300, Parteo candidate solution set length
was Es = 30, local search length was Ls = 5, crossover rate was Pc = 0.9, variation
rate was Pm = 0.5 and each issue ran 20 times independently under the same condi-
tions. Then, all of the implementation of the algorithm was completed on the same
computer, and when the algorithm was running, the calculation accuracy was set as
10−4. In order to compare the solution performance of the proposed algorithm on the
high-dimensional single objective optimization problems, the comparison was carried
out with the other three algorithms: random sort method, homomorphic mapping
method and Pareto intensity value evolution algorithm. And the algorithms were
respectively denoted as RY, KM and ZW. After each operation, the performance
test of the algorithm used the best result (Best), the worst result (Worst) and the
average result (Mean) respectively, and it was compared with the optimal solution
experimental data. Table 1 shows the correlation comparison result between new
algorithm MP and algorithms KM, RY and ZW. The results are listed in Table 1.

It can be seen from Table 1 that for the question g1, the optimal solution compar-
ison obtained by MP algorithm and ZW algorithm was relatively close, which was
close to the real optimal solution, furthermore, it was better than the optimal solu-
tion RY. On the mean value and worst solution such two tests, the optimal solution
was inferior to ZW, but better than RY. Then, in each performance test, question
g2 and g4 were better than the other three algorithms, moreover, the proposed MP
algorithm found the optimal solution for 13 times in 20 times of the independent
operation. While for the question g3, the MP algorithm was inferior to the ZW algo-
rithm in the three performance tests, but better than other two algorithms KM and
RY. In question g5, although the optimal solution obtained by MP was inferior to
ZW, the gap between the solutions was smaller, which was close to the true solution.
In addition, MP was superior to the other three algorithms in mean value and worst
solution performance. And the reason was that in 20 independent operations, MP
found the optimal solution for 16 times.

In the second group of tests, in order to verify whether the proposed algorithm
MP can handle two-dimensional multi-objective optimization problems, it was of-
ten necessary to design some test functions to evaluate the algorithm. Then, the
performance measure standard was used, and two kinds of performance evaluation
standards between different algorithms were given, which was respectively the con-
vergence: the convergence of the algorithm could be measured through the actually
obtained non-inferior optimal target domain and the minimum distance average
value between the theoretically non-inferior optimal target domain; diversity: di-
versity was used to describe the spread coverage between non-inferior solutions in
a population. The performance measure M1 was used to evaluate the performance
of the non-inferior solution comparison in the Pareto candidate solution set of use
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algorithm in M1 under the same conditions. The performance measure data of the
algorithm are given in Tables 2–4.

Table 1. Correlation comparison between new algorithm MP and algorithm KM, RY and ZW

Problems g1 g2 g3 g4 g5

Optimal solu-
tion

5126.49811 0.0539498 680.6300573 7049.3307 23.3062091

Best
solution

MP 5126.498162 0.053949821 680.631127 7049.33122 24.30630327

KM - 0.054 680.91 7147.9 24.620

RY 5126.4965 0.053957 680.630 7054.316 24.307

ZW 5126.49811 0.053949831 680.6300573 7049.2480205 24.306209068

Mean
solution

MP 5126.52765 0.053940235 680.6312233 7050.153672 24.315356306

KM - 0.064 681.16 8163.6 24.826

RY 512.881 0.057006 680.656 7559.192 24.374

ZW 5126.52654 0.053950257 680.6300573 7051.2874292 24.325487652

Worst
solution

MP 5139.2522 0.0539677331 680.63123678 7055.233735 24.350563206

KM - 0.557 683.18 8659.3 25.069

RY 5124.472 0.216915 680.763 8835.665 24.642

ZW 5127.15641 0.053972292 680.6300573 7058.2353585 24.362999860

Table 2. Convergence performance measure γ

Algorithm SCH ZDT1 ZDT2 ZDT3 ZDT4 ZDT6

MP 0.003401 0.001079 0.000856 0.001189 0.001137 0.320625
0 0.000101 0.000056 0.000069 0.000153 0.042030

NSGA-II 0.003389 0.033480 0.072389 0.114499 0.513053 0.296566
0 0.004751 0.031688 0.007938 0.118460 0.013138

SPEA 0.003403 0.001799 0.001339 0.047520 7.340299 0.221138
0 0.000001 0 0.000049 6.572416 0.000448

Table 3. Diversity performance measure ∆

Algorithm SCH ZDT1 ZDT2 ZDT3 ZDT4 ZDT6

MP 0.566835 0.325136 0.328062 0.408365 0.358806 0.750632
0.0236635 0.001460 0.001406 0.002352 0.016002 0.005562

NSGA-II 0.0477899 0.0390307 0.430776 0.738540 0.702612 0.668025
0.003471 0.001876 0.004721 0.019706 0.064648 0.009923

SPEA 1.021110 0.784525 0.755148 0.672938 0.798463 0.849389
0.004372 0.004440 0.004521 0.003587 0.014616 0.003916
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Table 4. Comparison of the performance measures M1 and SP

Algorithm SCH ZDT1 ZDT2 ZDT3 ZDT4 ZDT6

MP 0.002635 0.002312 0.002640 0.001355 0.039862 0.040362
0.032651 0.002682 0.003919 0.001561 0.402513 0.056230

NSGA-II 0.006321 0.002906 0.003368 0.0015626 0.043115 0.036250
0.010265 0.005613 0.007227 0.0089013 0.336522 0.033621

SPEA 0.009632 0.008653 0.140322 0.0026354 0.044752 0.040356
0.010263 0.006739 0.010654 0.02956665 0.35032 0.0625103

As can be seen from Table 2, on the SCH, the convergence of the proposed
algorithm MP was closer to the other two algorithms. In ZDT6, it was worse than
the other two algorithms. The convergence of ZDT1 to ZDT4 indicated that the
algorithm in this paper was superior to the other two algorithms. The data of
diversity performance measures ∆ in Table 3 showed that the diversity of MP in the
SCH solution was inferior to the other two algorithms, but superior to the other two
algorithms on ZDT1 to ZDT4. Then, the diversity of the three algorithms’ solution
on ZDT6 was closer. Besides, in the performance measurements on M1 and SP,
Table 4 showed that for the non-inferior performance difference generated under the
same conditions and the algorithm performed the same number of target calculation
each time, the performance measure of MP in SCH, ZDT1 to ZDT3 was better than
other two algorithms, on ZDT4 and ZDT6, the performance measures of the three
algorithms were similar.

In this paper, from above experimental results and performance analysis, it can be
seen that under the single-dimensional and two-dimensional situation, the algorithm
in this paper performs better, and the Pareto front obtained by the algorithm is
relatively close to the real Pareto front. On the basis of the proposed algorithm MP,
the improvement is carried out by combining with the characteristics of practical
engineering applications, which will have a good engineering application prospect.

5. Conclusion

Although the intelligent optimization method has achieved many remarkable re-
sults, the combination of it with the specific practice areas still has many problems
to be solved. In this paper, the popular hot spot methods in the field of intelligent
optimization, the genetic algorithm and particle swarm optimization algorithm, were
studied from the perspective of bionics, then combined with the biology basis of the
two methods, some in-depth researched were carried out and some achievements were
obtained: for the multi-objective optimization problem, the method of maintaining
the population diversity by traditional evolutionary algorithm mainly depends on
the shared function, however, its niche radius is difficult to set effectively. Then,
the neighborhood function criterion can be introduced to the selection process, so
as to select good individuals from the population and ensure the diversity of the
population. In addition, a candidate set maintenance method based on neighbor-
hood function criterion can be integrated into the new algorithm, and the use of this
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method can effectively maintain the diversity of individuals in candidate solution
sets. Then, the proposed algorithm is analyzed theoretically from time and space
complexity. The test of a group of typical optimization problem shows that the
proposed algorithm has relatively high search performance, and the diversity and
convergence of solution set distribution are ideal. Of course, there are many places
in this paper that need further study, such as an improved algorithm for nonlinear
programming problems.
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